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Abstract. An estimate on the Hausdorff dimension of the global attractor for damped nonlinear wave equations, in two cases of nonlinear damping and linear damping, with Dirichlet boundary condition is obtained. The gained Hausdorff dimension is bounded and is independent of the concrete form of nonlinear damping term. In the case of linear damping, the gained Hausdorff dimension remains small for large damping, which conforms to the physical intuition.

1. Introduction

Consider the nonlinear wave equation, with nonlinear damping,
\[ u_{tt} + h(u_t) - \Delta u + f(u) = g, \quad x \in \Omega, \quad t > 0, \]
with the Dirichlet boundary condition
\[ u(x, t)|_{x \in \partial \Omega} = 0, \quad t > 0, \]
and the initial value conditions
\[ u(x, 0) = u_0(x), \quad \partial u/\partial t(x, 0) = u_1(x), \quad x \in \Omega, \]
where \( u = u(x, t) \) is a real-valued function on \( \Omega \times [0, +\infty) \). \( \Omega \) is an open bounded set of \( \mathbb{R}^n \) with a smooth boundary \( \partial \Omega \), \( D(-\Delta) \cap H^1 \cap H^2 = H_0^1(\Omega) \cap H^2(\Omega), g \in L^2(\Omega). \)

We assume conditions on \( f(u) \) and \( h(v) \) as follows:
\[ (i) \quad f(u) \in C^2(R; R) \text{ satisfies:} \]
\[ (4) \quad f(0) = 0, \quad \lim_{|u| \to +\infty} \sup \frac{f(u)}{|u|} \leq 0, \quad |f'(u)| \leq k, \quad |f'(u_1) - f'(u_2)| \leq k_1 |u_1 - u_2|^{\delta_1}, \]
for any \( u, u_1, u_2 \in R \), where \( k, k_1, \delta_1 > 0. \)
\[ (ii) \quad h(v) \in C^1(R; R) \text{ satisfies:} \]
\[ (5) \quad h(0) = 0, \quad 0 < \alpha \leq h'(v) \leq \beta < +\infty, \quad |h'(v_1) - h'(v_2)| \leq k_2 |v_1 - v_2|^{\delta_2}, \]
for any \( v, v_1, v_2 \in R \), where \( k_2, \delta_2 > 0. \)

Hale [1] presented the existence and uniqueness of solution of system (1)-(3) which defines a continuous semigroup of mapping \( S(t) : \{u_0, u_1\} \mapsto \{u, u_t\} \), for \( t \geq 0 \), from \( E = H_0^1(\Omega) \times L^2(\Omega) \) into itself, and also showed that there is a global...
attractor $B$ in $E$ for (1)–(3). If the damping is linear, i.e., the function $h(v) = \alpha v$ in which $\alpha > 0$, Temam [2] gave an upper bound of the Hausdorff dimension of the attractor, but this upper bound is directly proportional to the coefficient $\alpha$ of damping for large $\alpha$ and tends to infinity as $\alpha \to +\infty$, which does not conform to the physics.

In this paper, we obtain an upper bound of the Hausdorff dimension for the global attractor $B$ for system (1)–(3), in two cases of nonlinear damping and linear damping, by carefully estimating and splitting the positivity of the linear operator in the corresponding evolution equation of the first order in time. The idea of using such a technique was originated by G. Wang and S. Zhu [3]. The gained Hausdorff dimension is bounded and is independent of the concrete form of the nonlinear damping term $h(v)$. Particularly, for the linear damping, the Hausdorff dimension of the attractor remains small for large damping, which improves the estimate given by Temam. The main results are the following theorems.

**Theorem 1.** For system (1)–(3) with nonlinear damping. Let

$$
\gamma = \frac{2(\beta^2 + 4\lambda_1)}{4(\beta^2 + 4\lambda_1) + \left(\sqrt{\frac{8}{27}\beta^3 + 4\lambda_1^2\alpha^2 + 2\lambda_1\alpha}\right)\frac{2}{3} + \left(\frac{8}{27}\beta^3 + 4\lambda_1^2\alpha^2\right)^{\frac{1}{3}} + \frac{2}{3}\beta},
$$

$$
\sigma = \frac{4\lambda_1\gamma^2\alpha}{\beta^2 + 4\lambda_1 + \sqrt{(\beta^2 + 4\lambda_1)(\beta^2 + 4\lambda_1 - 16\gamma^2\lambda_1)}}.
$$

Then the Hausdorff dimension $d_H(B)$ of the global attractor $B$ in $E$ satisfies:

$$
d_H(B) \leq \min \left\{ \ell \in \mathbb{N}, \frac{1}{\ell} \sum_{j=1}^{\ell} \lambda_j^{-1} \leq \frac{2\alpha \sigma}{k^2} \right\},
$$

where $\{\lambda_j\}_{j \in \mathbb{N}}, 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_m \leq \cdots$, are the eigenvalues of operator $-\Delta$ with the Dirichlet boundary condition on $\Omega$.

It is easy to see from (7) that $d_H(B)$ is bounded because

$$
\frac{1}{\ell} \sum_{j=1}^{\ell} \lambda_j^{-1} \to 0
$$
as $\ell \to +\infty$.

**Theorem 2.** For system (1)–(3) with linear damping $h(v) = \alpha v$. The Hausdorff dimension $d_H(B_1)$ of the global attractor $B_1$ satisfies:

$$
d_H(B_1) \leq \min \left\{ \ell \in \mathbb{N}, \frac{1}{\ell} \sum_{j=1}^{\ell} \lambda_j^{-1} \leq \frac{2\lambda_1\alpha^2}{k^2\sqrt{\alpha^2 + 4\lambda_1(\alpha + \sqrt{\alpha^2 + 4\lambda_1})}} \right\}.
$$

Obviously, $d_H(B_1)$ in (8) remains small for sufficiently large damping $\alpha$ because

$$
\frac{2\lambda_1\alpha^2}{k^2\sqrt{\alpha^2 + 4\lambda_1(\alpha + \sqrt{\alpha^2 + 4\lambda_1})}} \to \frac{\lambda_1}{k^2}
$$
as $\alpha \to +\infty$. 
2. Preliminaries

In this section, we present the existence and uniqueness of solutions, and the existence of the global attractor for problem (1)–(3).

It is known that the operator $A = -\Delta : D(A) \to L^2(\Omega)$ is a self-adjoint positive linear operator and its eigenvalues $\{\lambda_i\}_{i \in \mathbb{N}}$ satisfy

$0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_m \leq \cdots, \lambda_m \to +\infty$ ($m \to +\infty$).

Let

$$(u, v) = \int_{\Omega} uv \, dx,$$

$$|(u, v)| = (u, u)^{\frac{1}{2}}, \forall u, v \in L^2(\Omega),$$

and

$$(y_1, y_2)_E = ((u_1, u_2)) + (v_1, v_2), \forall y_i = (u_i, v_i)^T \in E, i = 1, 2,$$

$$|y|_E = (y, y)^{\frac{1}{2}}, \forall y = (u, v)^T \in E$$

denote the usual inner products and norms in $L^2(\Omega)$, $H^1_0(\Omega)$ and $E = H^1_0(\Omega) \times L^2(\Omega)$ respectively.

Let $u_t = v$; then (1)–(3) are equivalent to the following initial value problem in the Hilbert space $E:

\begin{equation}
\begin{aligned}
Y_t &= CY + H(Y) + F(Y), t > 0, \\
Y(0) &= Y_0 = (u_0, u_1)^T,
\end{aligned}
\end{equation}

where

$$Y = (u, v)^T, Y_0 = (u_0, u_1)^T \in E, H(Y) = (0, -h(v))^T, F(Y) = (0, -f(u) + g)^T,$$

$$C = \begin{pmatrix} 0 & I \\ -A & 0 \end{pmatrix}, \quad D(C) = D(A) \times H^1_0(\Omega).$$

Clearly, $C$ is an unbounded closed operator and generates a $C_0$-semigroup on $E$. It is easy to verify by (4)–(5) that $H(Y) + F(Y) : E \to E$ is globally Lipschitz continuous with respect to $Y$. By the classical theory concerning the existence and uniqueness of the solutions [4], we have following lemma.

**Lemma 1.** Consider the initial value problem (9) on the Hilbert space $E$.

(i) For any $Y_0 \in E$, there exists a unique function $Y(\cdot) = Y(\cdot, Y_0) \in C(R_+; E)$ such that $Y(0, Y_0) = Y_0$ and $Y(t)$ satisfies the integral equation

$$Y(t) = e^{Ct}Y_0 + \int_0^t e^{C(t-s)}(H(Y(s)) + F(Y(s)))ds.$$

In this case, $Y(t)$ is called a mild solution of (9).

(ii) If $Y_0 \in D(C)$, there exists $Y(\cdot) \in C(R_+; D(C)) \cap C^1(R_+; E)$ which satisfies (9).

(iii) $Y(t, Y_0)$ is jointly continuous in $t$ and $Y_0$. 
For any \( t \geq 0 \), we introduce a map \( S(t) : Y_0 \mapsto Y(t,Y_0) \), where \( Y(t,Y_0) \) is the mild solution (or solution) of (9); then \( \{S(t), t \geq 0 \} \) is a continuous semigroup on \( E \).

**Lemma 2.** The semigroup \( \{S(t), t \geq 0 \} \) determined by system (9) possesses a global attractor \( B \) in \( E \).

**Proof.** See [1] for details. \( \Box \)

**Lemma 3.** Consider the linearized equation of (1)–(3)

\[
\begin{aligned}
U_{tt} + h'(u_t)U_t - \Delta U &= f'(u)U, \quad x \in \Omega, \quad t \geq 0, \\
U(x,t)|_{x \in \partial \Omega} &= 0, \quad t > 0, \\
U(x,0) &= (\xi, \eta)^T, \quad x \in \Omega,
\end{aligned}
\]

where \( \{u(t), u_t(t)\} \) is a mild solution of (1)–(3). Then (10) is a well-posed problem in \( E \), the mapping \( S(t) \) defined by (9) is Fréchet differentiable on \( E \) for any \( t > 0 \), and its differential at \( \phi = (u_0, u_1)^T \) is the linear operator on \( E, (\xi, \eta)^T \mapsto (U(t), V(t))^T \), where \( (U, V)^T \) is the solution of (10).

**Proof.** It is clear from assumptions (4)–(5) that (10) is a well-posed problem in \( E \).

We first consider the Lipschitz property of \( S(t) \) on \( E \). Let \( \bar{\phi}_0 = (u_0, u_1)^T \in E, \bar{\phi}_0 = \phi_0 + (\xi, \eta)^T = (u_0 + \xi, u_1 + \eta)^T \in E \). It is known from Lemma 1 that the solution \( S(t)\bar{\phi}_0 = \phi(t) = (u(t), u_t(t))^T \in E, S(t)\bar{\phi}_0 = \bar{\phi}(t) = (\bar{u}(t), \bar{u}_t(t))^T \in E \).

Since there is a global attractor \( B \) for \( S(t), t \geq 0 \) in \( E \), \( \phi(t), \bar{\phi}(t) \) are uniformly bounded in \( E \) for \( t \geq 0 \).

The difference \( \psi = \bar{u} - u \) satisfies

\[
\psi_{tt} + h'(\bar{u}_t)\psi_t - \Delta \psi = f(\bar{u}) - f(u).
\]

Taking the scalar product of (11) with \( \psi_t = \bar{u}_t - u_t \) in \( L^2(\Omega) \), we have

\[
\frac{1}{2} \frac{d}{dt} (|\psi|^2 + ||\psi||^2) = -(\psi_t - h(u_t)) + f(\bar{u}) - f(u), \quad \psi_t.
\]

\[
\leq - (h'(u_t) + \theta_1(\bar{u}_t - u_t))\psi_t + f'((u + \theta_2(\bar{u} - u))\psi_t,
\]

\[
\leq k(\sqrt{\lambda_1})^{-1}||\psi|| \cdot |\psi_t| - \alpha|\psi_t|^2
\]

\[
\leq c_1 (|\psi_t|^2 + ||\psi||^2),
\]

where \( \theta_1, \theta_2 \in (0,1), c_1 > 0 \), i.e.,

\[
\frac{d}{dt} (|\psi|^2 + ||\psi||^2) \leq 2c_1 (|\psi_t|^2 + ||\psi||^2).
\]

So, we have the Lipschitz property

\[
||\bar{\phi}(t) - \phi(t)||_E^2 = ||\bar{u}_t(t) - u_t(t)||^2 + ||\bar{u}(t) - u(t)||^2
\]

\[
\leq \exp(2c_1t)(||\eta||^2 + ||\xi||^2), \forall t \geq 0.
\]

Consider the difference \( \theta = \bar{u} - u - U \), with \( U \) the solution of the linearized equation (10) of (1)–(3). Obviously,

\[
\theta(0) = \theta_t(0) = 0,
\]
and
\[ \theta_{tt} - \Delta \theta = f(\bar{u}) - f(u) - f'(u)(\bar{u} - u) + f'(u)\theta - [h(\bar{u}_t) - h(u_t) - h'(u_t)(\bar{u}_t - u_t)] - h'(u_t)\theta_t = q. \] (14)

By the mean value theorem, we have
\[ q = [f'(u + \vartheta_3(\bar{u} - u)) - f'(u)](\bar{u} - u) + f'(u)\theta \\
- [h'(u_t + \vartheta_4(\bar{u}_t - u_t)) - h'(u_t)](\bar{u}_t - u_t) - h'(u_t)\theta_t \]

where \( \vartheta_i \in (0, 1), i = 3, 4. \)

Taking the scalar product of each side of (14) with \( \theta_t \) in \( L^2(\Omega) \), we find
\[
\frac{1}{2} \frac{d}{dt} (|\theta| + ||\theta||^2) = (q, \theta_t) 
\leq \text{by (4)(5)} 
\leq |\vartheta_3|(|\vartheta_3 k_1|\bar{u} - u|^{1+\delta_1} + k|\theta| + \vartheta_4 k_2|\bar{u}_t - u_t|^{1+\delta_2} - \alpha|\theta_t|)
\leq |\vartheta_3|(|\vartheta_3 k_1|\bar{u} - u|^{1+\delta_1} + k|\theta| + \vartheta_4 k_2|\bar{u}_t - u_t|^{1+\delta_2})
\]
i.e.,
\[
\frac{d}{dt} (|\theta| + ||\theta||^2) \leq c_2(|\theta|^2 + ||\theta||^2) + c_3(||\bar{u}(t) - u(t)||^{2+2\delta_1} + |\bar{u}_t(t) - u_t(t)|^{2+2\delta_2}),
\]
where \( c_2, c_3 > 0. \)

From the Gronwall inequality, we obtain
\[
|\theta(t)|^2 + ||\theta(t)||^2 \leq c_3 \exp(c_2 t) \cdot \int_0^t (||\bar{u}(t) - u(t)||^{2+2\delta_1} + |\bar{u}_t(t) - u_t(t)|^{2+2\delta_2})d\tau 
\leq \text{with (12)} 
\leq c_4 \exp(c_5 t) \cdot [(||\eta||^2 + ||\xi||^2)^{1+\delta_1} + (||\eta||^2 + ||\xi||^2)^{1+\delta_2}], \forall t \geq 0,
\]
where \( c_4, c_5 > 0, \) that is,
\[
|\varphi(t) - \varphi(t) - U(t)|^2 \leq c_4 \exp(c_5 t) \cdot (||\xi, \eta||^{2+2\delta_1} + ||\xi, \eta||^{2+2\delta_2})
\]
therefore,
\[
\frac{|\varphi(t) - \varphi(t) - U(t)|^2}{||\xi, \eta||^{2+2\delta_2}} \leq c_4 \exp(c_5 t) \cdot (||\xi, \eta||^{2+2\delta_1} + ||\xi, \eta||^{2+2\delta_2}) \to 0,
\]
as \( (\xi, \eta)^T \to 0 \) in \( E. \) The proof is completed. \( \square \)

3. Proof of Theorem 1

Let \( \varphi = (u, v)^T, v = u_t + \varepsilon u, \) where \( \varepsilon \) is chosen as
\[ \varepsilon = \frac{2\alpha \lambda_1 \gamma}{\beta^2 + 4\lambda_1} > 0, \]
in which \( \gamma \) is defined by (6); then system (1)–(3) can be written as
\[
\varphi_t + G(\varphi) = F(\varphi), \varphi(0) = (u_0, u_1 + \varepsilon u_0)^T,
\]
where \( F(\varphi) = (0, -f(u) + g)^T, G(\varphi) = (\varepsilon u - v, -\Delta u + \varepsilon^2 u - \varepsilon v + h(v - \varepsilon u))^T. \)
Lemma 4. For any orthonormal family of elements of $E$, $\{(\xi_j, \eta_j)^T\}_{j=1}^t$, we have

\begin{equation}
\sum_{j=1}^t |\xi_j|^2 \leq \sum_{j=1}^t \lambda_j^{-1}.
\end{equation}

Proof. See Lemma VI.6.3 in [2].

To estimate the Hausdorff dimension of the global attractor $B$ for (16) in $E$, we consider the first variation equation of (16)

\begin{equation}
\Psi' + \Lambda \Psi = F'(\varphi) \Psi
\end{equation}

with initial condition

\begin{equation}
\Psi(0) = (\xi, \eta)^T \in E
\end{equation}

where $\Psi = (U, V)^T$, $\varphi = (u, v)^T$ is a solution of (16),

\begin{equation}
F'(\varphi) = \begin{pmatrix} 0 & \epsilon I \\ f'(u) & 0 \end{pmatrix}, \Lambda = \begin{pmatrix} A + \epsilon^2 I - \epsilon h'(v - \epsilon u) I & -I \\ h'(v - \epsilon u) I - \epsilon I \end{pmatrix},
\end{equation}

\begin{equation}
D(\Lambda) = D(A) \times H_0^1(\Omega).
\end{equation}

Since the relation of $S(t)$ with $S_\varepsilon(t)$ defined by (16) is made by the reversible transformation $u = u, v = u_t + \epsilon u$, it is easy to show from Lemma 3 that (18)–(19) is a well-posed problem in $E$, the mapping $S_\varepsilon(t)$ is Fréchet differentiable on $E$ for any $t > 0$, and its differential at $\varphi = (u_0, u_1 + \epsilon u_0)^T$ is the linear operator on $E$, $(\xi, \eta)^T \mapsto (U(t), V(t))^T$, where $(U, V)^T$ is the solution of (18)–(19).

Lemma 5. For any $\varphi = (u, v)^T \in E$,

\begin{equation}
(\Lambda \varphi, \varphi)_E \geq \sigma |\varphi|^2_E + \frac{\alpha}{2} |v|^2,
\end{equation}

where

\begin{equation}
\sigma = \frac{4\lambda_1 \gamma^2 \alpha}{\beta^2 + 4\lambda_1 + \sqrt{(\beta^2 + 4\lambda_1)(\beta^2 + 4\lambda_1 - 16\gamma^2 \lambda_1)}}
\end{equation}

in which $\gamma$ is chosen as in (6).

Proof. By (20), we have

\begin{align*}
(\Lambda \varphi, \varphi)_E - \sigma |\varphi|^2_E - \frac{\alpha}{2} |v|^2 \\
= \varepsilon \|u\|^2 - \varepsilon (h'(v - \epsilon u) u, v) + \varepsilon^2 (u, v) + (h'(v - \epsilon u) v, v) \\
- \varepsilon (v, v) - \sigma |u|^2 - \sigma |v|^2 - \frac{\alpha}{2} |v|^2 \\
\geq \text{by (5)} \\
\geq (\varepsilon - \sigma) \|u\|^2 + \left(\frac{\alpha}{2} - \varepsilon - \sigma\right) |v|^2 - \frac{\varepsilon (\beta + \varepsilon)}{\sqrt{\lambda_1}} \|u\| \cdot |v|.
\end{align*}
Since
\[
\frac{\varepsilon^2(\beta + \varepsilon)^2}{4\lambda_1} - (\varepsilon - \sigma)(\frac{\alpha}{2} - \varepsilon - \sigma)
\]
(23)
\[
= \frac{\beta^4 + 2\beta\varepsilon^3}{4\lambda_1} + \left(\frac{\beta^2}{4\lambda_1} + 1\right)\varepsilon^2 - \frac{\alpha}{2}\varepsilon + \frac{\alpha}{2}\sigma - \sigma^2
\]
\[
= \frac{\varepsilon^3 + 2\beta\varepsilon^2 - 4(\frac{1}{2} - \gamma)\lambda_1\alpha}{4\lambda_1} + \left(\frac{\beta^2}{4\lambda_1} + 1\right)\varepsilon^2 - \gamma\alpha\varepsilon + \frac{\alpha}{2}\sigma - \sigma^2.
\]
and from (6), (15), (22), elementary computations show
\[
\varepsilon^3 + 2\beta\varepsilon^2 - 4(\frac{1}{2} - \gamma)\lambda_1\alpha \leq 0,
\]
\[
\left(\frac{\beta^2}{4\lambda_1} + 1\right)\varepsilon^2 - \gamma\alpha\varepsilon + \frac{\alpha}{2}\sigma - \sigma^2 \leq 0,
\]
by (23), we have
\[
(\varepsilon - \sigma)(\frac{\alpha\lambda_1}{2} - \varepsilon - \sigma) \geq \frac{\varepsilon^2(\beta + \varepsilon)^2}{4\lambda_1}.
\]
Thus, the proof is completed. □

**Lemma 6.** Consider the system (16). Let Φ denote a set of ℓ vectors \(\{\Phi_i\}_{i=1}^{\ell}\) which are orthonormal in \(E\). If

(24)
\[
\sup_{\Phi \subset \varphi \in B} \sum_{i=1}^{\ell} ((-\Lambda + F'(\varphi))\Phi_i, \Phi_i)_E \leq 0,
\]
then the Hausdorff dimension of the global attractor \(B\) is less than or equal to \(\ell\), i.e.,
\[
\text{dim}_H(B) \leq \ell.
\]

**Proof.** This is a direct consequence of Theorem V. 3.3, equation (V. 3.47)–(V. 3.49) and identity (VI. 6.24) of [2]. □

**Lemma 7.** The Hausdorff dimension \(d_H(B)\) of \(B\) for system (16) in \(E\) satisfies

(25)
\[
d_H(B) \leq \min \left\{ \ell \left| \ell \in \mathbb{N}, \frac{1}{\ell} \sum_{j=1}^{\ell} \lambda_j^{-1} \leq \frac{2\alpha\sigma}{k^2} \right. \right\}.
\]

**Proof.** Let \(\ell \in \mathbb{N}\) be fixed. Consider \(\ell\) solutions \(\Psi_1, \Psi_2, \ldots, \Psi_\ell\) of (18)–(19). At a given time \(\tau\), let \(Q_\ell(\tau)\) denote the orthogonal projector in \(E\) onto the space spanned by \(\Psi_1, \Psi_2, \ldots, \Psi_\ell\). Let \(\Phi_j(\tau) = (\xi_j, \eta_j)^T \in E, j = 1, 2, \ldots, \ell\), be an orthonormal basis of \(Q_\ell(\tau)E\). From (21) and \(|\Phi_j|_E = 1\), we have

(26)
\[
-(\Lambda\Phi_j, \Phi_j)_E \leq -\sigma - \frac{\alpha}{2} |\eta_j|^2.
\]
and

(27)
\[
(F'(\varphi)\Phi_j, \Phi_j)_E = (f'(u)\xi_j, \eta_j)_E \leq \text{by (4) } \leq k|\xi_j| \cdot |\eta_j| \leq \frac{k^2}{2\alpha} |\xi_j|^2 + \frac{\alpha}{2} |\eta_j|^2.
\]
Hence, by (17), (26) and (27),
\[
\left(\sum_{i=1}^{\ell}((-\Lambda + F'(\varphi))\Phi_i, \Phi_i)_E \leq \frac{\ell k^2}{2\alpha} \left(\frac{2\alpha\sigma}{k^2} - \frac{1}{\ell} \sum_{j=1}^{\ell} \lambda_j^{-1}\right)\right). 
\]
If
\[
\frac{1}{\ell} \sum_{j=1}^{\ell} \lambda_j^{-1} \leq \frac{2\alpha\sigma}{k^2},
\]
then
\[
\sum_{i=1}^{\ell}((-\Lambda + F'(\varphi))\Phi_i, \Phi_i)_E \leq 0.
\]
By Lemma 6, the proof is completed.

Combining with Lemma 7 and (22), we complete the proof of Theorem 1.

4. PROOF OF THEOREM 2

We consider the system (1)–(3). If the damping is linear, i.e., \( h(v) = \alpha v \), then the equation (1) is
\[
\ddot{u} + \alpha \dot{u} - \Delta u + f(u) = g, \quad x \in \Omega, \quad t > 0.
\]
Let \( \varphi = (u, v)^T, v = \dot{u} + \varepsilon_0 u \), where \( \varepsilon_0 \) is chosen as
\[
\varepsilon_0 = \frac{\lambda_1 \alpha}{\alpha^2 + 4\lambda_1},
\]
then (29) can be written as
\[
\dot{\varphi} + \Lambda_0 \varphi = F(\varphi),
\]
\[
F(\varphi) = \begin{pmatrix} 0 & -I \\ -f(u) + g & A - \varepsilon(\alpha - \varepsilon)I \end{pmatrix}, \quad \Lambda_0 = \begin{pmatrix} \varepsilon I & -I \\ A - \varepsilon(\alpha - \varepsilon)I & (\alpha - \varepsilon)I \end{pmatrix}.
\]

Lemma 8. For any \( \varphi = (u, v)^T \in E \),
\[
(\Lambda_0 \varphi, \varphi)_E \geq \sigma_0 \|\varphi\|_E^2 + \frac{\alpha}{2} \|v\|^2,
\]
where
\[
\sigma_0 = \frac{\lambda_1 \alpha}{\sqrt{\alpha^2 + 4\lambda_1}(\alpha + \sqrt{\alpha^2 + 4\lambda_1})}.
\]

Proof. Since
\[
(\Lambda_0 \varphi, \varphi)_E - \sigma_0 \|\varphi\|_E^2 - \frac{\alpha}{2} \|v\|^2
\]
\[
= (\varepsilon_0 - \sigma_0)\|u\|^2 + (\frac{\alpha}{2} - \varepsilon_0 - \sigma_0)|v|^2 - \varepsilon_0(\alpha - \varepsilon_0)(u, v)
\]
\[
\geq (\varepsilon_0 - \sigma_0)\|u\|^2 + (\frac{\alpha}{2} - \varepsilon_0 - \sigma_0)|v|^2 - \frac{\varepsilon_0 \alpha}{\sqrt{\lambda_1}} \|u\| \cdot |v|
\]
and simple computation by (30) and (34) shows
\[
4(\varepsilon_0 - \sigma_0)(\frac{\alpha}{2} - \varepsilon_0 - \sigma_0) = \frac{\varepsilon_0^2 \alpha^2}{\lambda_1}.
\]
Thus, the proof is completed.
We consider the first variation equation of (31)

\[ \Psi' = -\Lambda_0 \Psi + F'(\varphi) \Psi, \Psi(0) = (\xi, \eta)^T \in E, \]

where \( \Psi = (U, V)^T \in E \), and \( \varphi = (u, v)^T \) is a solution of (31)-(2)-(3) and \( F'(\varphi) \) is defined by (20).

**Lemma 9.** The Hausdorff dimension \( d_H(B_1) \) of \( B_1 \) for system (31)-(2)-(3) in \( E \) satisfies

\[ d_H(B_1) \leq \left\{ \ell \mid \ell \in \mathbb{N}, \frac{1}{\ell} \sum_{j=1}^{\ell} \lambda_j^{-1} \leq \frac{2\alpha \sigma_0}{k^2} \right\}. \]

**Proof.** Similar to the proof of Lemma 7.

Combining with Lemma 9, (34) and (36), we complete the proof of Theorem 2.
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