ALMOST SURE CENTRAL LIMIT THEOREM FOR STRICTLY STATIONARY PROCESSES

EMMANUEL LESIGNE

Abstract. On any aperiodic measure preserving system, there exists a square integrable function such that the associated stationary process satisfies the Almost Sure Central Limit Theorem.

INTRODUCTION

The Almost Sure Central Limit Theorem (ASCLT), first formulated by Lévy in [9], has been studied by various authors at the end of the eighties ([6], [3], [10], [8]). This theorem gives conditions under which, for a sequence of random variables satisfying the Central Limit Theorem (CLT), the Gaussian asymptotic behaviour can be observed along individual trajectory of the process. In the Lacey and Philipp note [8], the ASCLT is stated under optimal hypotheses, and the proof is short and clear. Here is their result. (If \( x \) is a real number, notation \( \delta(x) \) will be used for the Dirac mass at point \( x \).

**Theorem.** Let \((X_n)_{n \geq 1}\) be an independent and identically distributed sequence of square integrable real random variables with \(\mathbb{E}(X_n) = 0\) and \(\mathbb{E}(X_n^2) = 1\).

Almost surely, the sequence of probability distributions

\[
\left( \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} \delta \left( \frac{X_1 + X_2 + \cdots + X_k}{\sqrt{k}} \right) \right)_{n \geq 1}
\]

converges weakly to the Gaussian law \(N(0, 1)\).

Several authors, including Berkes and Dehling ([2]), Atlarg and Weber ([1]), and Lacey have observed that for i.i.d. sequences, the finite second moment condition is necessary for the ASCLT. So, in this context, necessary and sufficient conditions for the CLT and the ASCLT are the same.

This paper is a contribution to the study of the general case of strictly stationary sequences.

The question of the CLT for strictly stationary processes has been extensively studied, from various points of view. Given a probability measure preserving dynamical system \((\Omega, T, \mu, T)\) and a real measurable function \(f\) on \(\Omega\) we say that
the process \((f \circ T^n)_{n \geq 0}\) satisfies the CLT if the sequence \(\left( \frac{1}{\sqrt{n}} \sum_{k<n} f \circ T^k \right)_{n>0}\) converges in distribution to a Gaussian law. One can ask in particular:

(a) Under hypothesis on the dynamical system, implying some stochastic behaviour, is it possible to find class of functions \(f\) on \(\Omega\) such that the process \((f \circ T^n)_{n \geq 0}\) satisfies a CLT?

(b) What is the generic asymptotic behaviour of the distributions of \(\frac{1}{\sqrt{n}} \sum_{k<n} f \circ T^k\) when the function \(f\) belongs, for example, to \(L^2(\mu)\)?

(c) Does there exist a function \(f\) on \(\Omega\) such that the process \((f \circ T^n)_{n \geq 0}\) satisfies a CLT?

We shall not discuss here question (a). Question (b) has been studied by Volny in [11]. A positive answer to question (c) has been given by Burton and Denker in [4]. Around question (c), interesting constructions and refinements have been given in particular by Lacey in [7] and by Volny in [12].

Each of these questions can be asked for the ASCLT and in this note we study question (c). We use Volny’s construction of a stationary process well approximated by a Gaussian i.i.d. process on an arbitrary dynamical system, and we follow the proof of the ASCLT given by Lacey and Philipp. We prove that, on an arbitrary nontrivial measure preserving system, there exists a function \(f\) such that the sequence \(\left( \frac{1}{\sqrt{n}} \sum_{k<n} f \circ T^k \right)\) satisfies the ASCLT.

1. Statements

By \((\Omega, T, \mu, T)\) we shall denote a dynamical system where \(T\) is an invertible measure preserving transformation of the probability space \((\Omega, T, \mu)\). If \(f\) is a real function defined on \(\Omega\) and if \(k\) is a positive integer, we shall denote \(S_k f\) the Birkhoff sum \(S_k f := \sum_{j=1}^{k} f \circ T^j\).

If \(x\) is a real number, the notation \(\delta(x)\) will be used for the Dirac mass at point \(x\).

**Theorem 1.** Let \((\Omega, T, \mu, T)\) be an aperiodic and ergodic measure preserving dynamical system. There exists a square integrable and zero mean function \(f\) on the probability space \((\Omega, T, \mu)\) such that, almost surely, the sequence of probability distributions

\[
\left( \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k^\alpha} \left( \frac{S_k f}{\sqrt{k}} \right) \right)_{n \geq 1}
\]

converges weakly to the Gaussian law \(N(0,1)\).

**Remarks.**

• Using the fact that functions of the form \(g \circ T - g\), with \(g \in L^\infty(\mu)\), are dense in the space \(L^2_0(\mu)\) of square integrable zero mean functions, we can deduce immediately that the set of functions \(f\) satisfying the conclusion of Theorem 1 is dense in \(L^2_0(\mu)\).

• Replacing \(\sqrt{k}\) by the right normalization, a similar result can be proved for stable laws with index \(\alpha \in [1,2]\) in place of the normal law.

The proof of Theorem 1 is based on a version of the ASCLT for triangular arrays of random variables and on a construction given by Dalibor Volny in his study of
invariance principles for strictly stationary processes. We state now an almost sure
CLT for triangular arrays.

**Theorem 2.** Let \((Z_{n,j})_{1 \leq j \leq n}\) be a triangular array of random variables satisfying
the following five conditions:

1. For each \((n, j)\), \(E(Z_{n,j}) = 0\),

2. random sequences \((Z_{n,1})_{n \geq 1}, (Z_{n,2})_{n \geq 2}, (Z_{n,3})_{n \geq 3}, \ldots\) are mutually independent,

3. there exists a constant \(C\) such that, for each \((n, j)\), \(E(|Z_{n,j}|^2) \leq \frac{C}{n}\),

4. \(\lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} E(|Z_{n,j}|^2) = 1\),

5. for all \(\epsilon > 0\), \(\lim_{n \to \infty} \sum_{j=1}^{n} E(|Z_{n,j}|^2; |Z_{n,j}| > \epsilon) = 0\).

Then, almost surely, the sequence of probability distributions

\[
\left( \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} \delta(\sum_{j=1}^{k} Z_{k,j}) \right)_{n \geq 1}
\]

converges weakly to the Gaussian law \(N(0,1)\).

By the classical Lindeberg CLT, conditions 1, 2, 4 and 5 imply that
the sequence of random variables \(\left(\sum_{j=1}^{k} Z_{k,j}\right)_{k \geq 1}\) converges in distribution to the
Gaussian law. Notice that, in order to obtain this CLT, condition 2 can be
replaced by the weaker following condition:

6. for each \(n\), random variables \(Z_{n,j}\), \((1 \leq j \leq n)\), are mutually independent.

But in Theorem 2 condition 2 cannot be replaced by condition 6. Indeed it is
possible to construct a triangular array \((Z_{n,j})_{1 \leq j \leq n}\) satisfying the five conditions
1, 2, 3, 4, 5 and such that the sequence of random variables \(\left(\sum_{j=1}^{k} Z_{k,j}\right)_{k \geq 1}\)
is constant.

To deduce Theorem 1 from Volny’s construction and Theorem 2 we shall use
the following approximation result.

**Proposition 1.** Let \((V_n)_{n \geq 1}\) and \((W_n)_{n \geq 1}\) be two sequences of random variables
such that:

1. the sequence \((V_n)\) satisfies the ASCLT, that is to say, almost surely, the se-
   quence of probability measures

\[
\left( \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} \delta(V_k) \right)_{n \geq 1}
\]

converges weakly to the Gaussian law \(N(0,1)\);
2. for all $\epsilon > 0$, there exists $\delta > 0$ such that
\[ \mathbb{P}(|V_n - W_n| > \epsilon) = O\left(\frac{1}{(\log n)^{3/2}}\right). \]

Then the sequence $(W_n)$ satisfies the ASCLT.

2. Proof of Theorem 2

This proof follows the lines of the proof of the almost sure CLT given by Lacey and Philipp in [8]. We shall denote $S_n := \sum_{j=1}^{n} Z_{n,j}$. We want to prove, under conditions (1)-(5), that almost surely, for every compactly supported continuous function $f$ on $\mathbb{R}$ we have
\[ \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} f(S_k) = \int_{\mathbb{R}} f d\nu \] (7)
where $\nu$ is the Gaussian law.

The space of compactly supported continuous functions, equipped with the uniform norm, contains a dense denumerable subset of lipschitz functions. Thus it is enough to prove that, for every lipschitz bounded function $f$ on $\mathbb{R}$, property (7) is almost surely true. Let us fix a function $f$, bounded by one, and a positive constant $L$ such that for all real numbers $x$ and $y$, we have $|f(x) - f(y)| \leq L|x - y|$. The Lindeberg CLT just tells us that
\[ \lim_{k \to \infty} \mathbb{E}[f(S_k)] = \int_{\mathbb{R}} f d\nu. \]
This implies that
\[ \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} \mathbb{E}[f(S_k)] = \int_{\mathbb{R}} f d\nu \]
and we shall prove that, almost surely,
\[ \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} \left( f(S_k) - \mathbb{E}[f(S_k)] \right) = 0. \] (8)

This law of large numbers will be obtained by an estimation of the correlations of random variables $S_k$. It will be a direct consequence of the next three lemmas.

**Lemma 1.** There is a constant $D$, such that if $1 \leq k < l$, then
\[ \left| \text{cov}(f(S_k), f(S_l)) \right| \leq D \sqrt{\frac{k}{l}}. \]

**Lemma 2.** If $(R_k)_{k \geq 1}$ is a uniformly bounded sequence of centered random variables such that, for $1 \leq k < l$,
\[ \left| \mathbb{E}[R_k R_l] \right| \leq D \sqrt{\frac{k}{l}}, \]
then, almost surely,
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \left( \sum_{j=4^k+1}^{4^{k+1}} \frac{1}{j} R_j \right) = 0. \]
Lemma 3. Let \((r_k)_{k \geq 1}\) be a bounded sequence of real numbers. If
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \left( \sum_{j=4^k}^{4^{k+1}-1} \frac{r_j}{k} \right) = 0,
\]
then
\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} r_k = 0.
\]

Proof of Lemma 3. Thanks to the independence hypothesis (2) we have
\[
\text{cov}\left(f(S_k), f(S_l)\right) = \text{cov}\left(f(S_k), f(S_l) - f\left(\sum_{j=k+1}^{l} Z_{i,j}\right)\right).
\]
With our hypothesis on \(f\) this implies
\[
\left|\text{cov}\left(f(S_k), f(S_l)\right)\right| \leq 2L \mathbb{E}\left[\sum_{j=1}^{k} Z_{i,j}\right].
\]
Using Cauchy-Schwarz, (1), (2) and (3), we deduce that
\[
\left|\text{cov}\left(f(S_k), f(S_l)\right)\right| \leq 2L \sqrt{C} \sqrt{k}.
\]

Proof of Lemma 2. Let us note \(U_k := \sum_{j=4^k}^{4^{k+1}-1} \frac{1}{j} R_j\). For \(1 \leq k < l\), we have
\[
\mathbb{E}[U_k U_l] \leq D \sum_{j=4^k}^{4^{k+1}-1} \sum_{i=4^l}^{4^{l+1}-1} \frac{1}{ij} \leq D \left(\sum_{j=4^k}^{4^{k+1}-1} \frac{1}{j} \right) \left(\sum_{i=4^l}^{4^{l+1}-1} \frac{1}{i} \right) = O(2^{k-l}).
\]
The law of large numbers for bounded orthogonal sequences of square integrable random variables is a classical result (see e.g. [5], thm 5.1.2). The proof can be easily extended to the case of bounded sequences satisfying a weak correlation property like the sequence \((U_n)\). Thus, we have
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} U_k = 0 \quad \text{a.s.}
\]
and Lemma 2 is proved.

The proof of Lemma 3 is an easy exercise, and Theorem 2 is a direct application of Lemmas 2 and 3 to \(R_k := f(S_k) - \mathbb{E}[f(S_k)]\).

3. Proof of Proposition 1

Let us fix \(\epsilon > 0\) and show that hypothesis 2 of Proposition 1 implies that
\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} 1_{|V_k - W_k| > \epsilon} = 0 \quad \text{a.s.}
\]
By hypothesis 2, in which we can suppose $0 < \delta < 1$, we have
\[
\frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} \mathbb{P}(|V_k - W_k| > \epsilon) = O\left(\frac{1}{\log n} \sum_{k=2}^{n} \frac{1}{k} (\log k)^{\delta}\right) = O\left(\frac{1}{(\log n)^{\delta}}\right).
\]
We fix an integer $p$ such that $p \delta > 1$ and we have
\[
\mathbb{E}\left(\frac{1}{n^p} \sum_{k=1}^{2^{np}} \frac{1}{k} 1_{|V_k - W_k| > \epsilon}\right) = O\left(\frac{1}{n^{p \delta}}\right),
\]
\[
\sum_{n>0} \mathbb{E}\left(\frac{1}{n^p} \sum_{k=1}^{2^{np}} \frac{1}{k} 1_{|V_k - W_k| > \epsilon}\right) < +\infty;
\]
thus
\[
\lim_{n \to \infty} \frac{1}{n^p} \sum_{k=1}^{2^{np}} \frac{1}{k} 1_{|V_k - W_k| > \epsilon} = 0 \text{ a.s.} \tag{10}
\]
If $N$ is a positive integer, let $n$ be the integer such that $2^{np} \leq N < 2^{(n+1)p}$. We have
\[
\frac{1}{\log N} \sum_{k=1}^{N} \frac{1}{k} 1_{|V_k - W_k| > \epsilon} \leq \frac{1}{n^p} \sum_{k=1}^{2^{np}} \frac{1}{k} 1_{|V_k - W_k| > \epsilon}
\]
\[
\leq \left(\frac{n+1}{n}\right)^p \frac{1}{(n+1)^p} \sum_{k=1}^{2^{np}} \frac{1}{k} 1_{|V_k - W_k| > \epsilon}
\]
and, thanks to (10), this implies (9).

Let $a$ and $b$ be two rational numbers with $a < b$. We have
\[
\frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} 1_{[a,b]}(W_k) \leq \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} 1_{[a-\epsilon,b+\epsilon]}(W_k) + \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} 1_{|V_k - W_k| > \epsilon}.
\]
Using (8) and hypothesis 1, and denoting by $\mathcal{N}$ the distribution function of the Gaussian law, we obtain
\[
\limsup_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} 1_{[a,b]}(W_k) \leq \mathcal{N}(b + \epsilon) - \mathcal{N}(a - \epsilon) \text{ a.s.}
\]
and, letting $\epsilon$ go to zero,
\[
\limsup_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} 1_{[a,b]}(W_k) \leq \mathcal{N}(b) - \mathcal{N}(a) \text{ a.s.}
\]
By a similar argument we can show that the liminf is almost surely greater than $\mathcal{N}(b) - \mathcal{N}(a)$. Thus, almost surely, for every rational interval $I$,
\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} 1_I(W_k) = \nu(I)
\]
and this is enough to prove the weak convergence of the sequence
\[
\left(\frac{1}{\log n} \sum_{k=1}^{n} \frac{1}{k} \delta(W_k)\right).
\]
4. Proof of Theorem 1

Let \((\Omega, \mathcal{T}, \mu, T)\) be an aperiodic and ergodic measure preserving dynamical system. From \([12]\) we can deduce the following claim: there exist a square integrable random variable \(f\), and an array \((Y_{n,j})_{1 \leq j \leq n}\) of random variables defined on \((\Omega, \mathcal{T}, \mu)\), such that

\[
\begin{align*}
&\text{for each } n, \text{ } Y_{n,1}, Y_{n,2}, \ldots, Y_{n,n} \text{ are identically distributed,} \\
&\mathbb{E}(Y_{n,j}) = 0 \text{ and } \lim_{n \to \infty} \mathbb{E}((Y_{n,j})^2) = 1 , \\
&\text{random sequences } (Y_{n,1})_{n \geq 1}, (Y_{n,2})_{n \geq 2}, (Y_{n,3})_{n \geq 3}, \ldots \text{ are mutually independent,} \\
&\text{and, with the notation } V_n := \frac{1}{\sqrt{n}} \sum_{j=1}^{n} Y_{n,j} \text{ and } W_n := \frac{1}{\sqrt{n}} \sum_{j=1}^{n} f \circ T^j, \\
&\mathbb{E}(|V_n - W_n|^2) = O \left( \frac{1}{\log n} \right) .
\end{align*}
\]

Perhaps some words of explanation are necessary here: using Volny’s notation from \([12]\) we can define

\[
\begin{align*}
Y_{n,j} &= \sum_{k: 2^k < n < 3^k} p_k(X_{k,j} - X_{k,j+d_k}) \\
f &= \sum_{k=1}^{\infty} \sum_{i=0}^{p_k-1} (\mathbf{f}_k \circ T^i - \mathbf{f}_k \circ T^{i + d_k})
\end{align*}
\]

where the \(X_{k,j}, 1 \leq k, 1 \leq j < 2 \times 3^k\), are mutually independent centered random variables defined on \(\Omega\), whose distributions do not depend on \(j\), which insures \((11)\). Variances of these random variables are chosen so that \((12)\) is satisfied. For each \(j\), the random sequence \((Y_{n,j})_{n \geq 1}\) is measurable with respect to \(\sigma(X_{k,j}, X_{k,j+d_k} \mid j < 3^k)\), and the sets \(\{(k, j), (k, j + 3^k) \mid j < 3^k\}\) are two by two disjoint when \(j\) varies. This proves that condition \((13)\) is satisfied.

Functions \(\mathbf{f}_k\) are in \(L^2_0(\mu)\) and satisfies, for any \(k \geq 1\) and \(0 \leq i \leq 2 \times 3^k\),

\[
\mathbb{E}(|X_{k,i} - \mathbf{f}_k \circ T^i|^2) < 6^{-6k}
\]

and affirmation \((14)\) is contained in Theorem 1 of \([12]\).

The claim is justified.

Conditions \((11), (12), (13)\) imply that the variables \(V_n\) converge in distribution to a Gaussian law. Thanks to \((14)\), we can conclude that the sequence \((W_n)\) converges in distribution to a Gaussian law.

Conditions \((11), (12), (13)\) allow us to apply Theorem 2 to the variables \(Z_{n,j} := \frac{1}{\sqrt{n}} Y_{n,j}\). Thus, the sequence \((V_n)\) satisfies the ASCLT. Condition \((14)\) implies hypothesis 2 of Proposition 1 therefore the sequence \((W_n)\) satisfies the ASCLT, which is the conclusion of Theorem 1.
5. A Remark and a Question

From the main theorem of [11] Volny and Weber deduced the following result which goes in the opposite direction of our Theorem 1.

**Proposition 2** (13). Let \((\Omega, \mathcal{F}, \mu, T)\) be an aperiodic and ergodic measure preserving dynamical system. Let \((a(n))_{n \in \mathbb{N}}\) be a real sequence such that \(\lim_{n \to \infty} a(n) = +\infty\) and \(\lim_{n \to \infty} \frac{a(n)}{n} = 0\).

There exists a dense \(G_\delta\) set of functions \(f\) in \(L^2_0(\mu)\) satisfying: for any Borel probability measure \(\nu\) on \(\mathbb{R}\), there exists an increasing sequence of integers \((n_k)\) such that, almost surely, the sequence

\[
\left( \frac{1}{K} \sum_{k=1}^{K} \delta \left( \frac{1}{a(n_k)} S_{n_k} f \right) \right)
\]

converges weakly to \(\nu\).

Of course, the convergence of these ordinary Cesaro means implies the convergence of logarithmic means

\[
\left( \frac{1}{\log K} \sum_{k=1}^{K} \frac{1}{K} \delta \left( \frac{1}{a(n_k)} S_{n_k} f \right) \right)
\]

to the same limit.

In the same vein we can ask the following question: does there exist a function \(f\) on \(\Omega\) such that for any Borel probability measure \(\nu\) on \(\mathbb{R}\), there exists an increasing sequence of integers \((N_k)\) such that, almost surely,

\[
\lim_{k \to \infty} \frac{1}{\log N_k} \sum_{n=1}^{N_k} \frac{1}{n} \delta \left( \frac{S_n f}{\sqrt{n}} \right) = \nu ?
\]
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