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Abstract. In this paper we analyze the existence of a Schur algorithm and obtain coefficient characterizations for the functions in a generalized Schur class. An application to an interpolation problem of Carathéodory type raised by M.G. Kreın and H. Langer is indicated.

1. Introduction

Generalized Schur classes of functions have been introduced by M.G. Kreın and H. Langer in [9] and were intensively studied by them and many others. These classes appear as a natural extension of the classical setting of bounded analytic functions on the unit disk, and their investigation leads to new phenomena in interpolation and coefficient problems. A comprehensive study of Schur classes on Pontryagin spaces was recently undertaken by D. Alpay, A. Dijksma, J. Rovnyak, H. de Snoo in [2].

In this paper we deal with two questions formulated as open problems in [2]. Thus, Section 2 contains the solution to a question in [3] (see also [2], p. 186) concerning the Schur algorithm for generalized Schur classes. In Section 3 we provide a partial answer to another question in [3] (see also [2], p. 186) concerning the Carathéodory coefficient estimation. As an application, and based on our previous results in [6], we characterize the solvability of a generalized Carathéodory interpolation problem for matrix valued meromorphic functions, a problem raised in the scalar case by M.G. Kreın and H. Langer in [10].

2. Generalized Schur classes and the Schur algorithm

A Kreın space \( \mathcal{U} \) is a complex linear space endowed with an inner product \( \langle \cdot, \cdot \rangle \) with the property that there exists a bounded linear operator \( J \) on \( \mathcal{U} \) such that \( J^* = J^{-1} = J \) and the new inner product on \( \mathcal{U} \) defined by \( \langle h, g \rangle_J = \langle Jh, g \rangle \) for \( h, g \in \mathcal{U} \), turns \( \mathcal{U} \) into a Hilbert space. An operator \( J \) as above is called a fundamental symmetry on \( \mathcal{U} \). For each fundamental symmetry \( J \) on \( \mathcal{U} \), the decomposition...
\[ \mathcal{U} = \mathcal{U}^+ \oplus \mathcal{U}^- \text{ holds, where } \mathcal{U}^\pm = \text{Range } (I \mp J), \text{ and it is called a fundamental decomposition.} \] The cardinal numbers \( \kappa^\pm |\mathcal{U}| = \dim(\mathcal{U}^\pm) \) are independent on the chosen fundamental decomposition and are called positive/negative indices of \( \mathcal{U} \). If \( \kappa^- |\mathcal{U}| < \infty \), then \( \mathcal{U} \) is called a Pontryagin space. For two Krein spaces \( \mathcal{U} \) and \( \mathcal{H} \) we denote by \( \mathcal{U} \oplus \mathcal{H} \) the orthogonal direct sum Krein space of \( \mathcal{U} \) and \( \mathcal{H} \); if \( \mathcal{G} \) is a Krein subspace of \( \mathcal{U} \), then \( \mathcal{U} \ominus \mathcal{G} \) denotes the orthogonal complement of \( \mathcal{G} \) in \( \mathcal{U} \). We denote by \( \mathcal{L}(\mathcal{U}, \mathcal{Y}) \) the set of bounded linear operators from \( \mathcal{U} \) into \( \mathcal{Y} \). For an operator \( T \in \mathcal{L}(\mathcal{U}, \mathcal{Y}) \) we use the notation \( T^* \in \mathcal{L}(\mathcal{Y}, \mathcal{U}) \) for the adjoint of \( T \); that is, \( [Th, g] = [h, T^*g] \) for \( h \in \mathcal{U}, g \in \mathcal{Y} \). The operator \( U \) is unitary if \( U^* = U^{-1} \).

Given a selfadjoint operator \( A \in \mathcal{L}(\mathcal{K}) \), \( \mathcal{K} \) a Krein space, the negative index \( \kappa^-(A) \) is defined as the dimension of the spectral subspace corresponding to the interval \( (-\infty, 0) \) of the selfadjoint operator \( JA \) in the Hilbert space \( \langle \mathcal{K}, (\cdot, \cdot)_J \rangle \), where \( J \) is an arbitrary fundamental symmetry on \( \mathcal{K} \). If \( \kappa^- (A) < \infty \), then the negative index is equal to the number of negative eigenvalues, counted according to their multiplicities, of the operator \( JA \); in this case, \( \kappa^- (A) \) also equals the number of the negative squares of the quadratic form \( \mathcal{K} \ni x \mapsto [Ax, x] \).

We now recall the definition of the generalized classes of Schur functions. For a function \( S \) defined on a domain in the unit disk containing the origin and whose values are operators in \( \mathcal{L}(\mathcal{U}, \mathcal{Y}) \), let \( S(z) = S^0(z) \), and consider the kernels

\[
K_S(w, z) = \frac{I - S(z)S^0(w)}{1 - zw}, \quad D_S(w, z) = \begin{bmatrix}
K_S(w, z) & S(z) - S(\bar{w}) \\
S(z) - S(\bar{w}) & K_S(w, z)
\end{bmatrix},
\]

defined for all \( w \) and \( z \) for which the above relations make sense. Given a non-negative integer \( \kappa \) and \( \mathcal{U}, \mathcal{Y} \) Krein spaces, the (generalized) Schur class \( \mathcal{S}_\kappa(\mathcal{U}, \mathcal{Y}) \) consists of all holomorphic functions in a neighbourhood of the origin, with the property that the four kernels \( K_S, D_S, K^_, D^_ \) all have \( \kappa \) negative squares. As pointed out in \([2]\), the class \( \mathcal{S}_\infty(\mathcal{U}, \mathcal{Y}) \), for \( \mathcal{U} \) and \( \mathcal{Y} \) Pontryagin spaces of the same negative index, appears as an interesting class of functions for which much of the classical theory (i.e. \( \mathcal{U}, \mathcal{Y} \) Hilbert spaces and \( \kappa = 0 \)) is expected to be recovered. However, it happens that a key structure theorem related to the so-called Schur algorithm does not hold for these generalized Schur classes.

The classical Schur algorithm starts with a function \( f \) holomorphic and bounded by one on the unit open disk of the complex plane. A sequence of functions of the same type is generated by the formulas \( f_0(z) = f(z) \) and

\[
f_{n+1}(z) = \frac{f_n(z) - f_n(0)}{z(1 - f_n(z)f_n(z))}, \quad n \geq 0.
\]

The key point is that the numbers \( f_n(0), n \geq 0 \), usually known as Schur parameters, uniquely determine the function \( f \). This continued fractions-type algorithm has a number of applications, e.g. as mentioned in \([5, 2]\), and their references.

An extension of this algorithm to the generalized Schur classes appears to be of interest. As explained in \([5] \) and \([2]\), the question is as follows: suppose that \( S \) belongs to \( \mathcal{S}_\kappa(\mathcal{U}, \mathcal{Y}) \), \( \kappa^- |\mathcal{U}| = \kappa^- |\mathcal{Y}| \), and \( D = S(0) \) satisfies the relation \( \kappa^- (I - D^*D) = \kappa^- (I - D^*D) = \kappa \). Then choose a Julia operator associated to \( D \), that is, a unitary operator

\[
U = \begin{bmatrix} D & \beta \\ \gamma & \delta \end{bmatrix} : \mathcal{U} \oplus \mathcal{D} \to \mathcal{Y} \oplus \tilde{\mathcal{D}}
\]
such that $\beta$ (equivalently, $\gamma^2$) has zero kernel. It is asked in [5] (see also [2]) whether there exists a function $S_1 \in \mathcal{S}_{\kappa-\kappa_0}(D, D)$ such that

\begin{equation}
S(z) = D + z\beta S_1(z)(I - z\delta S_1(z))^{-1}\gamma
\end{equation}

in a neighbourhood of the origin. The connection of this question with the classical Schur algorithm is explained in detail in [5] and [2]. The answer to this question is negative in general, as shown in [7] by an example in the case $\kappa_0 < \kappa$. We describe this example here for the sake of completeness. The motivation for this construction is given in [7].

Set $U = C^3$, with the Euclidean structure, and consider the Pontryagin space of negative index 1 obtained on $C^3$ with respect to the fundamental symmetry

$$
\begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{bmatrix}.
$$

Then, define the operators $A, B, C, D$ as given by the matrices:

$$A = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 1 \end{bmatrix}, B = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}, C = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix}, D = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
$$

We define the function $S(z) = D + zC(I - zA)^{-1}B$ holomorphic in a neighbourhood of the origin. One checks that $S(U)$ and we notice that $\kappa^{-1}(I - S(0)S^*(0)) = \kappa^{-1}(I - S^*(0)S(0)) = 0$. The computation of the Julia operator associated to $S(0) = D$ (and which is essentially unique in this case) is easy. Thus, if we assume that there exists $S_1 \in \mathcal{S}_1(D, D)$ such that (2.1) holds, then we must have

$$D + zC(I - zA)^{-1}B = D + z \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} S_1(z)$$

for $z$ in some neighbourhood of the origin. We therefore must have

$$CB = \begin{bmatrix} S_1(0) & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

which is not possible. We are left with the analysis of the case $\kappa_0 = \kappa$.

**Theorem 2.1.** Let $S \in \mathcal{S}_\kappa(U, Y)$ be a Schur function, where $U$ and $Y$ are Krein spaces such that $\kappa^{-1}[U] = \kappa^{-1}[Y]$. Assume that

\begin{equation}
\kappa^{-1}(I - D\delta) = \kappa^{-1}(I - D^2D) = \kappa,
\end{equation}

where $D = S(0)$, and choose a Julia operator $\begin{bmatrix} D & \beta \\ \gamma & \delta \end{bmatrix} : U \oplus D \to Y \oplus \tilde{D}$. Then there exists a function $S_1 \in \mathcal{S}_1(\tilde{D}, D)$ such that $S(z) = D + z\beta S_1(z)(I - z\delta S_1(z))^{-1}\gamma$ for all $z$ in a neighbourhood of the origin.

**Proof.** By Theorems 5.3.16 and 5.3.18 in [3], and Theorem 2.1.2 in [2], it follows that there exists a unitary operator

$$W = \begin{bmatrix} D & C \\ B & A \end{bmatrix} : U \oplus \mathcal{H} \to Y \oplus \mathcal{H}$$
such that $\kappa^-[\mathcal{H}] = \kappa$ and $S(z) = D + zC(I - zA)^{-1}B$ for $z$ in a neighbourhood of the origin. Since the operator $\begin{bmatrix} D \\ B \end{bmatrix}$ is isometric and $\kappa^-(I - DD^t) = \kappa^-[\mathcal{H}] = \kappa < \infty$, it follows from Lemma 2.2 in [6], Part I, that $B = V\gamma$, where $V \in \mathcal{L}(\tilde{D}, \mathcal{H})$ is isometric. Since $\kappa^-[\tilde{D}] = \kappa^-[\mathcal{H}] = \kappa$, it follows that $V = \begin{bmatrix} \tilde{V} \\ 0 \end{bmatrix}: \tilde{D} \to \mathcal{H}_1 \oplus \mathcal{R}_1$, where $\tilde{V} \in \mathcal{L}(\tilde{D}, \mathcal{H}_1)$ is a unitary operator and $\mathcal{R}_1 = \ker V^t$ is a Hilbert space. Therefore, $W$ has the matrix representation

$$W = \begin{bmatrix} D & C \\ B & A \end{bmatrix} = \begin{bmatrix} D & a & b \\ \gamma & A_{11} & A_{12} \\ 0 & A_{21} & A_{22} \end{bmatrix}.$$

The operator with the matrix representation

$$\begin{bmatrix} D & a \\ \gamma & A_{11} \end{bmatrix} \begin{bmatrix} b \\ A_{12} \end{bmatrix}$$

is unitary from $\mathcal{U} \oplus \tilde{D} \oplus \mathcal{R}_1$ onto $\mathcal{Y} \oplus \tilde{D} \oplus \mathcal{R}_1$. Multiplying this operator to the left by the unitary operator

$$\begin{bmatrix} D^\sharp & 0 \\ \beta^\sharp & 0 \\ 0 & I \end{bmatrix},$$

we obtain a unitary operator with matrix representation

$$\begin{bmatrix} I & X & Y \\ 0 & D' & C' \\ 0 & B' & A' \end{bmatrix}.$$

It follows that necessarily $X = 0$ and $Y = 0$, and hence

(2.3)

$$\begin{bmatrix} D & C \\ B & A \end{bmatrix} = \begin{bmatrix} D & \beta & 0 \\ \gamma & \delta & 0 \\ 0 & D' & C' \\ 0 & B' & A' \end{bmatrix} \begin{bmatrix} I & 0 & 0 \\ 0 & \tilde{V}^t & 0 \\ 0 & 0 & I \end{bmatrix},$$

where

$$W' = \begin{bmatrix} D' & C' \\ B' & A' \end{bmatrix}: \tilde{D} \oplus \mathcal{R}_1 \to \tilde{D} \oplus \mathcal{R}_1$$

is a unitary operator. The function $S_1(z) = D' + zC'(I - zA')^{-1}B'$ is holomorphic in a neighbourhood of the origin. Moreover, we obtain from (2.3) that

$$C = [ \beta D' \tilde{V}^t & \beta C' ], \quad B = [ \tilde{V} \gamma \\ 0 ], \quad A = [ \tilde{V} \delta D' \tilde{V}^t & \tilde{V} \delta C' \\ B' \tilde{V}^t & A' ].$$
Using a well-known formula for the inversion of a $2 \times 2$ matrix, we deduce that

$$S(z) = D + z \beta \begin{bmatrix} D' & C' \\ C' & A' \end{bmatrix} \begin{bmatrix} \tilde{V}^2 & 0 \\ 0 & I \end{bmatrix} (I - z \begin{bmatrix} \tilde{V} & 0 \\ 0 & I \end{bmatrix})^{-1} \begin{bmatrix} \tilde{V}^2 & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} \gamma \\ 0 \end{bmatrix}.$$ 

$$= D + z \beta \begin{bmatrix} D' & C' \\ C' & A' \end{bmatrix} \begin{bmatrix} I - z\delta D' & -z\delta C' \\ -zB' & I - zA' \end{bmatrix}^{-1} \begin{bmatrix} \gamma \\ 0 \end{bmatrix} = D + z\beta \begin{bmatrix} (I - z\delta D')^{-1} + z\delta C'(I - zA')^{-1}B'^{-1}B' \end{bmatrix} = D + z\beta S_1(z) \Delta^{-1} \gamma,$$

where $\Delta = I - z\delta D' - z^2\delta C'(I - zA')^{-1}B' = I - z\delta S_1(z)$. Therefore (2.1) holds, and taking into account Theorem 4.5.1 in [2] we deduce that $S_1 \in S_0(\tilde{D}, \tilde{D})$. 

As a conclusion, we obtained the simple condition (2.2) that makes the Schur algorithm work in the generalized Schur classes. We also notice that if $\kappa = 0$, then our Theorem 2.1 reduces to Theorem 2.2 in [5].

3. Coefficient characterizations of the generalized Schur classes

In this section we are interested in obtaining a characterization of the functions in a Schur class in terms of their Taylor coefficients. Under the additional assumption of the convergence of the Taylor series in a neighbourhood of the origin, in the scalar case this problem was solved by M.G. Krein and H. Langer in [10] and it was extended by T.Ya. Azizov; cf. [3], Theorem 3.16, p. 275. A general result of this type was obtained in [5] for the class $S_0(U, Y)$, with $U$ and $Y$ Krein spaces. It appeared to be of interest to obtain similar results for the class $S_\kappa(U, Y)$, when $U$ and $Y$ are of dimension greater than 1 (see [3], [2], p. 186, for comments on this problem).

The proof of the result in [5] is based on the fact that a Schur-type algorithm exists for $S_0(U, Y)$, but as it was mentioned in the previous section, this is no longer the case for a Schur class with $\kappa > 0$. However, we can show that a positive result can be obtained for the class $S_\kappa(U, Y)$ when $\kappa^{-1}[U] = \kappa^{-1}[Y] < \infty$. This case is sufficiently general to allow an application to a Carathéodory type problem of M.G. Krein and H. Langer (see the next section).

**Theorem 3.1.** Let $U$ and $Y$ be Pontryagin spaces with $\kappa^{-1}[U] = \kappa^{-1}[Y]$, let

$$S(z) = S_0 + S_1z + S_2z^2 + \ldots$$

be a formal power series with coefficients in $\mathcal{L}(U, Y)$ and consider the Toeplitz matrices

$$T_n = \begin{bmatrix} S_0 & S_1 & \cdots & 0 \\ S_1 & S_0 & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ S_n & \cdots & \cdots & S_0 \end{bmatrix}, \quad n \geq 0.$$

Then $S \in S_\kappa(U, Y)$ for some $\kappa \geq 0$, if and only if there exists $n_0$ positive integer with the property that

$$\kappa^{-1}(I - T_n T_n^\ast) = \kappa, \quad \text{for all } n \geq n_0.$$
Proof. Since $\kappa^-[\mathcal{U}] = \kappa^-[\mathcal{Y}] < \infty$, we can assume without loss of generality that $\mathcal{U} = \mathcal{Y}$. If $S \in \mathcal{S}_n(\mathcal{U})$, then a straightforward calculation shows that

\begin{equation}
K_S(w, z) = \sum_{m,k=0}^{\infty} C_{mk} z^m w^k
\end{equation}

in a neighbourhood of the origin with $[C_{mk}]_{m,k=0}^n = I - T_n T_n^*$, and hence \((3.2)\) holds.

Conversely, the only problem is to show that under condition \((3.2)\) it follows that $S$ is holomorphic in a neighbourhood of the origin. Indeed, if we knew that $S$ is holomorphic in a neighbourhood of the origin, then $S$ would belong to $\mathcal{S}_n(\mathcal{U})$, e.g. by [3], Theorem 5.3.16. Define the operators $H_0$, $H_1$, $H_2$, \ldots, by the relations:

\begin{equation}
H_n = S_{n-1} + H_1 S_{n-2} + \ldots + H_{n-1} S_0, \quad n > 1.
\end{equation}

Then, it is well-known (see e.g. [11]) that for all $n \geq 0$ we have

\begin{equation}
M_n = \begin{bmatrix}
I & H_1^2 & H_1^3 & \cdots & H_1^n \\
H_1 & I & H_1^3 & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
H_n & \cdots & \cdots & I & H_1
\end{bmatrix}
= B_n \begin{bmatrix}
I & 0 \\
0 & I - T_{n-1} T_{n-1}^*
\end{bmatrix} B_n^*,
\end{equation}

where $B_n$ are certain invertible matrices with operator entries. As a consequence, for $n > n_0$,

\begin{equation}
\kappa^-(M_n) = \kappa + \kappa^-[\mathcal{U}] < \infty.
\end{equation}

We now make use of an operator version of the construction in [3], Section 19. We consider the complex vector space $\mathcal{F}_0(\mathcal{U})$ of all functions $h : \mathbb{Z} \to \mathcal{U}$ with finite support and, associated to the hermitian kernel $H(i, j) = \begin{cases} H_{i-j} & i \geq j, \\ H_{j-i}^* & j > i, \end{cases}$ we consider the inner product space $(\mathcal{F}_0(\mathcal{U}), [\cdot, \cdot]_H)$, where

$$[f, g]_H = \sum_{i,j \in \mathbb{Z}} [H(i, j) f(j), g(i)], \quad f, g \in \mathcal{F}_0(\mathcal{U}).$$

We identify $\mathcal{U}$ with the subspace of $\mathcal{F}_0(\mathcal{U})$ consisting of all functions $h : \mathbb{Z} \to \mathcal{U}$ with the property $h(n) = 0$ for all $n \neq 0$. Note that this is an embedding of $\mathcal{U}$ into $\mathcal{F}_0(\mathcal{U})$ which is isometric, due to the definition of the inner product $[\cdot, \cdot]_H$ on $\mathcal{F}_0(\mathcal{U})$.

On the space $\mathcal{F}_0(\mathcal{U})$ define two operators $S_+$ and $S_-$ by: $(S_+)h(n) = h(n-1)$, $(S_-)h(n) = h(n+1)$ for all $h \in \mathcal{F}_0(\mathcal{U})$. Clearly, $S_+ S_- = S_- S_+ = \text{the identity operator on } \mathcal{F}_0(\mathcal{U})$, and $[S_+ f, S_+ g]_H = [f, g]_H$, $f, g \in \mathcal{F}_0(\mathcal{U})$. From \((3.6)\) and Theorem 1.4 in [3], we deduce that $\mathcal{F}_0(\mathcal{U})$ can be completed to a Pontryagin space $\mathcal{K}$. More precisely, let $\mathcal{F}_0(\mathcal{U})^0 = \{ h \in \mathcal{F}_0(\mathcal{U}) \mid [h, k]_H = 0, k \in \mathcal{F}_0(\mathcal{U}) \}$ be the isotropic subspace of $\mathcal{F}_0(\mathcal{U})$. There exists a naturally defined inner product, denoted
also by \([\cdot, \cdot]_H\), on the factor space \(F_0(U)/F_0(U)^0\) and this inner product space is completed to a Pontryagin space \(K\). Let us note that \(U\) (considered as a subspace of \(F_0(U)\)) is a direct summand of \(F_0(U)^0\), since it is nondegenerate. This implies that \(U\) is embedded isometrically into the factor space \(F_0(U)/F_0(U)^0\) and hence \(U\) is naturally identified with a (Pontryagin) subspace of \(K\). Clearly, \(\kappa^{-}[K] = \kappa + \kappa^{-}[U]\).

Since the domain and the range of the isometry \(S^+\) are dense in \(K\), it follows that \(S^+\) can be extended by continuity to a unitary operator \(U\) on \(K\) and we can easily check that \(H_n = P(U^n)\) for all integers \(n\), and that \(K = \bigvee_{n \in \mathbb{Z}} U^n U\). With respect to the decomposition \(K = (K \oplus \mathcal{U}) \oplus \mathcal{U}\), the operator \(U\) has the matrix representation \[
\begin{pmatrix}
X & Y \\
T & Q
\end{pmatrix}
\]
Then, the transfer map of the unitary system
\[
\begin{cases}
x_{n+1} = X x_n + Y u_n, & n \in \mathbb{Z}, \\
y_n = T x_n + Q u_n,
\end{cases}
\]
is shown to have as its Taylor coefficients about the origin precisely the coefficients of the formal power series of \(S\) (the argument is similar to the one in the last part of the proof of Theorem 3.1 and can be omitted; details can be found in [7]). In particular, the formal power series \(S\) converges in a neighbourhood of the origin. □

This result shows that the Schur classes considered in [2] behave well with respect to coefficient characterizations, in case the coefficient spaces \(U\) and \(Y\) are Pontryagin spaces with the same finite negative index, but the question whether this result holds for the case when \(U\) and \(Y\) are genuine Kreïn spaces remains open.

### 4. Carathéodory type interpolation problems

An application of Theorem 3.1 refers to a Carathéodory type problem for meromorphic functions. In this section we let \(U = \mathbb{C}^m\) and \(Y = \mathbb{C}^n\). The following generalization of the Carathéodory problem was formulated in [10].

**Generalized Carathéodory Problem.** Let \(\{S_i\}_{i=0}^k\) be a set of \(n \times m\) matrices. It is required to find conditions in order for there to exist functions \(G \in S_0(\mathbb{C}^m, \mathbb{C}^n)\) with the property that the first \(k + 1\) Taylor coefficients of \(G\) about the origin are, in this order, \(S_0, S_1, \ldots, S_k\).

A weaker version of this problem can be formulated, in which the solution is not required to be holomorphic at the origin. More precisely, we can formulate the following problem.

**Generalized Carathéodory Problem (Version II).** Let \(\{S_i\}_{i=0}^k\) be a set of \(n \times m\) matrices. Given a nonnegative integer \(\kappa\), it is required to find conditions in order for there to exist functions \(F \in S_0(\mathbb{C}^m, \mathbb{C}^n)\) and \(B\) is a Blaschke-Potapov product of order \(\kappa\), such that the first \(k + 1\) Taylor coefficients of \(F\) about the origin coincide respectively with the first \(k + 1\) Taylor coefficients about the origin of the function \((S_0 + S_1 z + \ldots + S_k z^k)B(z)\).

The latter version was completely solved; see [1], [4]. Associated to the data \(\{S_0, S_1, \ldots, S_k\}\), there is a lower triangular Toeplitz block-matrix \(T_k\) as in [3.1]. Using the generalization of the commutant lifting theorem of Sarason–Sz.-Nagy–Foiaş as in [4], it can be shown that the second version of the generalized Carathéodory
Then, an application of Theorem 4.1 concludes our proof.

Then there exists a function $G$ of Corollary 6.8 in [6], Part II, can be applied to the present situation in the way.

First we formulate a direct consequence of Theorem 4.1.

**Theorem 4.1.** Given the $n \times m$ matrices $S_0, S_1, \ldots, S_k$ and a nonnegative integer $k$, the following assertions are equivalent:

(i) There exists a function $G \in S_k(\mathbb{C}^m, \mathbb{C}^n)$ with the property that the first $k + 1$ Taylor coefficients of $G$ are respectively $S_0, S_1, \ldots, S_k$.

(ii) There exists an infinite sequence $\{\tilde{S}_l\}_{l \geq 0}$ of $n \times m$ matrices such that $\tilde{S}_l = S_l$ for $l = 0, 1, \ldots, k$ and there exists $n_0 \geq 0$ with the property that the matrices $I - \tilde{T}_n^*\tilde{T}_n$ have exactly $\kappa$ negative eigenvalues, counted with their multiplicities, for all $n \geq n_0$, where $\tilde{T}_n$ are the lower triangular block-Toeplitz matrices associated to the sequence $\{\tilde{S}_l\}_{l \geq 0}$ as in (3.1).

In other words, Theorem 4.1 reduces the problem of finding a solution of the first version of the generalized Carathéodory problem to a problem of infinite completion of a lower triangular block-Toeplitz matrix with the additional constraint on the number of negative eigenvalues. This problem was considered in [6] and a solution was found in the case $\kappa = \kappa^-(I - T_k^*T_k)$.

We can now obtain our main result on the generalized Carathéodory problem. For $T \in \mathcal{L}(\mathbb{C}^m, \mathbb{C}^n)$, we define the defect operator of $T$ by $D_T = |I - T^*T|^{1/2}$. Also, $P_{\ker T}$ denotes the orthogonal projection onto the kernel of the operator $T$.

**Theorem 4.2.** Let $\{S_l\}_{l=0}^k$ be a given set of $n \times m$ matrices and $\kappa = \kappa^-(I - T_k^*T_k)$. Then there exists a function $G \in S_k(\mathbb{C}^m, \mathbb{C}^n)$ with the property that the first $k + 1$ Taylor coefficients of $G$ are the origin respectively $S_0, S_1, \ldots, S_k$, if and only if

\[
\text{Range}(T_{k-1}P_{\ker D_{T_{k-1}}}) = \text{Range}(P_{\ker D_{T_{k-1}}}) \text{.}
\]

**Proof.** Theorem 6.4 in [6], Part II, can be applied to the present situation in the form of Corollary 6.8 in [6], Part II, and obtain that (4.1) is a necessary and sufficient condition in order for there to exist a sequence $\{S_p\}_{p \geq 0}$, an infinite continuation of $\{S_l\}_{l=0}^k$, with the property that for all $n \geq k$, we have $\kappa^-(\{S_p\}_{p \geq 0}) = \kappa^-(I - T_k^*T_k)$. Then, an application of Theorem 4.1 concludes our proof.
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