A TYPE OF STRASSEN’S THEOREM FOR POSITIVE VECTOR MEASURES WITH VALUES IN DUAL SPACES
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Abstract. In this paper, we extend a type of Strassen’s theorem for the existence of probability measures with given marginals to positive vector measures with values in the dual of a barreled locally convex space which has certain order conditions. In this process of the extension we also give some useful properties for vector measures with values in dual spaces.

1. Introduction

In a celebrated paper, Strassen [21] gave a necessary and sufficient condition for the existence of probability measures with given marginals. His theorem has been extended by many authors in more general settings (cf. Dudley [3], Edwards [5], Hoffmann-Jörgensen [6], Shortt [18], Skala [19] and so on). The first attempt to extend it to vector measures has been made by März and Shortt [13] and Hirshberg and Shortt [7], and they treat vector measures with values in the positive cone of a Banach lattice of a certain type: the so-called KB-spaces.

In this paper, we extend a type of Strassen’s theorem (see, e.g., Theorem 5.2 of [5] and Theorem 1 of [19]) for probability measures to positive vector measures with values in the weak dual of a barreled locally convex space which has certain order conditions (see Section 3 for the precise statement of the order conditions and examples). In this process of the extension we first establish a compactness criterion for a set of vector measures with respect to the topology which is a natural analogy of the usual weak topology of real measures, and then we give the extension (Theorem 1) as its application.

In this paper, all the topological spaces and topological vector spaces are Hausdorff, and the scalar fields of topological vector spaces are taken to be the field \( \mathbb{R} \) of real numbers.
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2. Notation and Preliminaries

Let $S$ be a completely regular space and $\mathcal{B}(S)$ the $\sigma$-field of Borel subsets of $S$. Let $X$ be a locally convex space and $X^*$ the topological dual of $X$. Denote by $\langle x, x' \rangle$ the natural duality between $X$ and $X^*$. Let $\xi$ be one of the weak topology $\sigma(X^*, X)$, the Mackey topology $\tau(X^*, X)$ and the strong topology $\beta(X^*, X)$. Denote by $X^*_\xi$ the space $X^*$ with the topology $\xi$, and we write $X^*_\sigma, X^*_\tau, X^*_\beta$ when $\xi = \sigma(X^*, X), \tau(X^*, X), \beta(X^*, X)$, respectively.

A finitely additive set function $\mu : \mathcal{B}(S) \to X^*_\xi$ is called a vector measure if it is $\sigma$-additive for the topology $\xi$, i.e., for any sequence $\{E_n\}$ of pairwise disjoint subsets of $\mathcal{B}(S)$, we have $\sum_{n=1}^{\infty} \mu(E_n) = \mu(\bigcup_{n=1}^{\infty} E_n)$ in the topology $\xi$ on $X^*$. We say that a vector measure $\mu : \mathcal{B}(S) \to X^*_\xi$ is Radon if for each $\varepsilon > 0$, $E \in \mathcal{B}(S)$, and $\xi$-continuous seminorm $p$ on $X^*$, there exists a compact subset $K$ of $E$ such that $\|\mu\|_p(E - K) < \varepsilon$, where $\|\mu\|_p$ denotes the $p$-seminorm of $\mu$ (see Diestel and Uhl [2], Lewis [12], and Kluvánek and Knowles [10] for definitions). Denote by $\mathcal{M}_\xi(S; X^*_\xi)$ the set of all Radon vector measures $\mu : \mathcal{B}(S) \to X^*_\xi$. We also denote by $\mathcal{M}_\xi(S)$ the set of all real Radon measures on $S$. Then, $\mathcal{M}_\xi(S)$ is a Banach space with the total variation norm $|m| \equiv |m|(S)$. A subset $\mathcal{V}$ of $\mathcal{M}_\xi(S; X^*_\xi)$ is said to be uniformly bounded if $\sup_{\mu \in \mathcal{V}} \|\mu\|_p(S) < \infty$ for every $\xi$-continuous seminorm $p$ on $X^*$.

If $\mu$ is a vector measure and $x \in X$, then $x\mu$ defined by $(x\mu)(E) \equiv \langle x, \mu(E) \rangle$, $E \in \mathcal{B}(S)$, is a real measure. Then, the following is obvious:

**Fact 1.** $\mu \in \mathcal{M}_\xi(S; X^*_\xi)$ if and only if $x\mu \in \mathcal{M}_\xi(S)$ for each $x \in X$.

By a theorem of Orlicz and Pettis (see, e.g., McArthur [14, Corollary 1] and [12, Theorem 1.1]) and a characterization of regularity of vector measures (see [12, Theorem 1.6]), we have

$\mathcal{M}_\xi(S; X^*_\sigma) = \mathcal{M}_\xi(S; X^*_\tau) = \mathcal{M}_\xi(S; X^*_\beta),$

and if $X$ is semi-reflexive, that is, $(X^*_\sigma)^* = X$, then they coincide with $\mathcal{M}_\xi(S; X^*_\beta)$, since in this case the Mackey topology is equal to the strong topology on $X^*$ (see, e.g., [9, 20.1]). Consequently, whenever we assume that $X$ is semi-reflexive, it is not necessary to distinguish the specific topologies $\sigma(X^*, X), \tau(X^*, X)$ and $\beta(X^*, X)$ concerning the $\sigma$-additivity and the Radonness of vector measures with values in $X^*$.

The same is true of the uniform boundedness of vector measures: In this case we assume that $X$ is barreled. Since every $\sigma(X^*, X)$-bounded subset of $X^*$ is $\beta(X^*, X)$-bounded, the following is readily proved:

**Fact 2.** The properties being uniformly bounded for $\sigma(X^*, X), \tau(X^*, X)$ and $\beta(X^*, X)$ are equivalent for any subset $\mathcal{V}$ of $\mathcal{M}_\xi(S; X^*_\xi)$, and this is the case that $x(\mathcal{V}) \equiv \{x\mu : \mu \in \mathcal{V}\}$ is uniformly bounded for each $x \in X$, i.e., $\sup_{\mu \in \mathcal{V}} |x\mu|(S) < \infty$ for each $x \in X$. Further, the principle of uniform boundedness (see Corollary of III.4.2 of [16]) ensures that the set $x(\mathcal{V})$ is uniformly bounded if and only if $\sup_{\mu \in \mathcal{V}} \int_S f(x\mu) \, dx < \infty$ for each bounded, continuous real valued function $f$ on $S$.

In this paper, we need an integral of real valued measurable functions with respect to vector measures with values in locally convex spaces. Let $\mu : \mathcal{B}(S) \to X^*_\xi$ be a vector measure. A real valued Borel measurable function $f$ on $S$ is said to be $\mu$-integrable if (a) $f$ is $x\mu$-integrable for each $x \in X$, and (b) for each $E \in \mathcal{B}(S)$,
there exists an element of $X^*$, denoted by $\int_E f \, d\mu$, such that
\[ \left\langle x, \int_E f \, d\mu \right\rangle = \int_E f(x) \, d\mu \]
for each $x \in X$. This integral is a special case of the integral defined by [12], and we refer the reader to [12, 10] for the properties of this integral. We note here the following:

**Fact 3.** If $X^*_p$ is sequentially complete (this is satisfied, for instance, if $X$ is barreled and $\xi = \sigma(X^*, X)$, $\tau(X^*, X)$ or $\beta(X^*, X)$; see [16, IV.6.1]), then every bounded, Borel measurable, real valued function on $S$ is $\mu$-integrable.

We now introduce the notion of weak convergence of vector measures. Denote by $C(S)$ the Banach space of all bounded, continuous, real valued functions on $S$ with the norm $\|f\| = \sup_{s \in S} |f(s)|$. Assume that $X^*_\xi$ is sequentially complete. Let \{\mu_n\} be a net in $M_t(S; X^*_\xi)$ and $\mu \in M_t(S; X^*_\xi)$. We say that \{\mu_n\} converges weakly for the topology $\xi$ to $\mu$, and write $\mu_n \rightharpoonup \mu$ for $\xi$, if for each $f \in C(S)$, we have
\[ \int_S f \, d\mu_n \to \int_S f \, d\mu \quad \text{for the topology } \xi. \]
In the following, we equip $M_t(S; X^*_\xi)$ with the topology determined by this weak convergence and call it the weak topology of vector measures for $\xi$. This topology is a natural analogy of that defined by Dekiert [1] for vector measures with values in Banach spaces, and extends the usual weak topology of real measures (cf. Prokhorov [15], LeCam [11], Varadarajan [24], and Topsøe [22]).

3. Main result

In this section, we state the main result of this paper and will prove it in the following section. We recall that a vector space $X$ with a partial ordering $\leq$ is an ordered vector space if

1. $x \leq y$ implies $x + z \leq y + z$ for all $x, y, z \in X$;
2. $x \leq y$ implies $cx \leq cy$ for all $x, y \in X$ and $c > 0$.

A Riesz space is defined to be an ordered vector space such that every pair of elements $x, y$ of $X$ has a supremum $x \vee y$ and an infimum $x \wedge y$. An element $x \in X$ is said to be positive if $x \geq 0$. We say that an ordered vector space is of type $(R)$ if for each $x \in X$, we can find two positive elements $x^+$ and $x^-$ of $X$ with $x = x^+ - x^-$. Riesz spaces are of type $(R)$. See Example 3 in the end of this section for other ordered vector spaces of type $(R)$. We refer the reader to the books of Schaefer [10] and Kelley and Namioka [9] for further information on ordered vector spaces and Riesz spaces.

An element $x^* \in X^*$ is said to be positive if $\langle x, x^* \rangle \geq 0$ for any positive element $x \in X$. We say that a vector measure $\mu \in M_t(S; X^*_\xi)$ is positive if $\mu(E)$ is a positive element in $X^*$ for any $E \in B(S)$. Then it is easy to prove that $\mu \in M_t(S; X^*_\xi)$ is positive if and only if $\int_S f \, d\mu \geq 0$ for any positive $x \in X$ and any $f \in C(S)$ with $f \geq 0$. Denote by $M_t^+(S; X^*_\xi)$ the set of all positive vector measures in $M_t(S; X^*_\xi)$ and we write $M_t^+(S; \mathbb{R})$ instead of $M_t^+(S; \mathbb{R})$.

Given two completely regular spaces $S$ and $T$, $\pi_S$ and $\pi_T$ denote the projections $S \times T \to S$ and $S \times T \to T$, respectively. For a vector measure $\gamma \in M_t(S \times T; X^*_\xi)$,
we define its marginals $\pi_S(\gamma)$ and $\pi_T(\gamma)$ by $\pi_S(\gamma)(A) = \gamma(\pi_S^{-1}(A))$ and $\pi_T(\gamma)(B) = \gamma(\pi_T^{-1}(B))$ for all $A \in \mathcal{B}(S)$ and $B \in \mathcal{B}(T)$.

The following theorem, which is the main result in this paper, extends a type of Strassen’s theorem to positive vector measures with values in the weak dual of a barreled locally convex space which is an ordered vector space of type $(R)$.

**Theorem 1** (cf. [4], [19]). Let $S$ and $T$ be completely regular spaces and let $X$ be a barreled locally convex space which is an ordered vector space of type $(R)$. Assume that $\varGamma$ is a uniformly bounded, non-empty convex subset of $\mathcal{M}_1^+(S \times T; X^*_\ast)$ which is closed for the weak topology of vector measures for $\sigma(X^*, X)$. In order that there exists a $\gamma \in \varGamma$ with given marginals $\mu \in \mathcal{M}_1^+(S; X^*_\ast)$ and $\nu \in \mathcal{M}_1^+(T; X^*_\ast)$, i.e., $\pi_S(\gamma) = \mu$ and $\pi_T(\gamma) = \nu$, it is necessary and sufficient that for every $\{f_i\}_{i=1}^n \subset C(S)$, $\{g_i\}_{i=1}^n \subset C(T)$ and $\{x_i\}_{i=1}^n \subset X$, we have

$$(3.1) \quad \sum_{i=1}^n \left( \int_S f_id\mu + \int_T g_id\nu \right) \leq \sup \left\{ \sum_{i=1}^n \left( \int_{S \times T} (f_i \oplus g_i)d\lambda \right) : \lambda \in \varGamma \right\}. $$

Here $(f_i + g_i)(s, t) \equiv f_i(s) + g_i(t)$ for all $(s, t) \in S \times T$.

**Remark 2.** When $X$ is reflexive, the existing measure $\gamma \in \varGamma$ in Theorem 1 is countably additive and Radon for the strong topology $\beta(X^*, X)$ since in this case $\mathcal{M}_1(S \times T; X^*_\ast) = \mathcal{M}_1(S \times T; X^*_\ast)$ as noted in Section 2.

**Example 3.** (1) The following (a)–(g) are barreled locally convex spaces which are Riesz spaces, and hence of type $(R)$:

(a) The Banach lattice $L_p(\Omega, \mathcal{A}, m)$ with a measurable space $(\Omega, \mathcal{A}, m)$ and the Banach lattice $l_p$ ($1 \leq p \leq \infty$). Then $L_p(\Omega, \mathcal{A}, m)^* = L_q(\Omega, \mathcal{A}, m)$ and $l_p^* = l_q$ ($1 \leq p < \infty, 1/p + 1/q = 1$).

(b) The Banach lattice $C(S)$ with a Hausdorff space $S$. See Theorems IV.6.2 and 6.3 of Dunford-Schwartz [4] for the topological dual of $C(S)$.

(c) The Banach lattice $\mathcal{M}(\Omega)$ of all real measures on a measurable space $(\Omega, \mathcal{A})$.

(d) Let $S$ be a $\sigma$-compact and locally compact Hausdorff space. Denote by $C(S)$ the space of all real continuous functions on $S$. We endow $C(S)$ with the topology generated by the family of seminorms $p_K$ given by $f \mapsto p_K(f) = \sup_{s \in K} |f(s)|$ ($K$ varies in the family of all compact subsets of $S$). Then $C(S)$ is a Fréchet space which is a Riesz space.

(e) Let $S$ be a locally compact Hausdorff space. Denote by $C_{00}(S)$ the space of all real continuous functions on $S$ with compact support. For any fixed compact subset $K$ of $S$, denote by $C_K$ the Banach space of functions in $C_{00}(S)$ that are supported by $K$, with the uniform norm. We endow $C_{00}(S)$ with the inductive topology generated by the family of Banach spaces $C_K$. Then $C_{00}(S)$ is a barreled locally convex space which is a Riesz space, and the dual $C_{00}(S)^*$ is the space of all real Radon measures on $S$ (see [16] pp.57–58).

(f) Let $\mathbb{R}^\infty$ be the Fréchet-Montel space of all real sequences with the topology of simple convergence. Let $\mathbb{R}_0^\infty$ be the Montel space of all real sequences which have only a finite number of non-zero coordinates with the topology of uniform convergence on compact sets. We endow those spaces with the canonical coordinatewise order. Then they are Riesz spaces and we have that $(\mathbb{R}^\infty)^* = \mathbb{R}_0^\infty$ and $(\mathbb{R}_0^\infty)^* = \mathbb{R}^\infty$. 

(g) Let $A(P)$ be the Köthe sequence space with a Köthe set $P$. Then it is a Fréchet space, provided that $P$ is countable, and a Riesz space under the canonical coordinatewise order (see Jarchow [8], pages 27, 50, 69 and 497 for definition and properties). Especially, the Fréchet-Montel space $(s)$ of all rapidly decreasing sequences is a Riesz space and the dual $(s)^*$ is the space of all slowly increasing sequences.

(2) We present here some examples which are not Riesz spaces but of type $(R)$. Let $H$ be a real Hilbert space with the inner product $(\cdot,\cdot)$. Denote by $\mathcal{L}_s(H)$ and $\mathcal{C}_s(H)$ the Banach spaces of all bounded self-adjoint operators on $H$ and of all completely continuous self-adjoint operators on $H$ with the usual operator norm. We also denote by $T_s(H)$ and $S_s(H)$ the Banach space of all trace class self-adjoint operators on $H$ with the trace norm and the Hilbert space of all Hilbert-Schmidt class self-adjoint operators on $H$ with the Hilbert-Schmidt norm. We endow those spaces with the order defined by the relation “$A \leq B \iff (Ax, x) \leq (Bx, x)$ for all $x \in H$”.

For any $A \in \mathcal{L}_s(H)$, put $|A| = (A^2)^{1/2}$, $A^+ = (|A| + A)/2$ and $A^- = (|A| - A)/2$. Then they are positive operators on $H$. If $A$ belongs to $\mathcal{L}_s(H)$, $\mathcal{C}_s(H)$, $T_s(H)$ and $S_s(H)$, then so do $|A|$, $A^+$ and $A^-$, and we have $A = A^+ - A^-$. Consequently, the spaces above are ordered vector spaces of type $(R)$ and we have that $\mathcal{C}_s(H)^* = T_s(H)$, $T_s(H)^* = \mathcal{L}_s(H)$ and $S_s(H)^* = S_s(H)$. See Schatten [17] for details.

4. PROOF OF THEOREM 4

We need several results, which seem to be of interest by themselves, to prove Theorem 4. Let $S$ be a completely regular space, $X$ a locally convex space, and $\mu \in \mathcal{M}_i(S; X^*_\sigma)$. Then we can define a continuous linear operator $T_\mu : C(S) \rightarrow X^*_\sigma$ by

$$T_\mu(f) = \int_S fd\mu, \quad f \in C(S),$$

which is called the operator determined by $\mu$. The following proposition, which may be known, insists that every continuous linear operator, satisfying some tightness condition, from $C(S)$ into the weak dual $X^*_\sigma$ of a barreled locally convex space $X$ can be determined by a vector measure $\mu \in \mathcal{M}_i(S; X^*_\sigma)$.

Proposition 4 (cf. [4], [12], [20]). Let $S$ be a completely regular space and $X$ a barreled locally convex space. Assume that a continuous linear operator $T : C(S) \rightarrow X^*_\sigma$ satisfies the following tightness condition (*): For each $\varepsilon > 0$ and $x \in X$, there exists a compact subset $K$ of $S$ such that $|\langle x, T(f) \rangle | \leq \varepsilon \|f\|$ for all $f \in C(S)$ with $f(K) = 0$.

Then, there exists a unique vector measure $\mu \in \mathcal{M}_i(S; X^*_\sigma)$ such that

$$T(f) = \int_S fd\mu \quad \text{for all } f \in C(S).$$

Proof. Let $T : C(S) \rightarrow X^*_\sigma$ be a continuous linear operator satisfying the condition (*). We note that the bidual of $X^*_\sigma$ is equal to $X^*$ since $X$ is barreled. Then, by [9] 21.8, the second adjoint $T^{**} : C(S)^{**} \rightarrow X^*$ exists and it is an extension of $T$.

Fix $x \in X$ for a moment. By (*), for each $\varepsilon > 0$, there exists a compact subset $K$ of $S$ such that

$$|\langle f, T^{**}(x) \rangle | = |\langle x, T(f) \rangle | \leq \varepsilon \|f\|$$

for all $f \in C(K)$. Then $T^{**}(x)$ is a vector measure on $S$. Moreover, it is easy to see that $T^{**}(x)$ is the measure obtained from $T(x)$ by the Riesz representation theorem.
for all $f \in C(S)$ with $f(K) = 0$. Since $T^*(x) \in C(S)^*$, by Theorem 2 of [20] we can find a real Radon measure $m_x \in \mathcal{M}_t(S)$ such that

\begin{equation}
\langle x, T(f) \rangle = \langle f, T^*(x) \rangle = \int_S f dm_x = \theta(m_x)(f)
\end{equation}

for all $f \in C(S)$, where $\theta : \mathcal{M}_t(S) \to C(S)^*$ is the natural embedding defined by

$$\theta(m)(f) = \int_S f dm, \quad m \in \mathcal{M}_t(S), \ f \in C(S).$$

Since $f \in C(S)$ and $x \in X$ are arbitrary, it follows from (4.1) that

\begin{equation}
T^*(x) = \theta(m_x)
\end{equation}

for all $x \in X$.

Fix $E \in \mathcal{B}(S)$ and put

\begin{equation}
\varphi_E(\theta(m)) = m(E)
\end{equation}

for all $m \in \mathcal{M}_t(S)$. Since $\theta : \mathcal{M}_t(S) \to C(S)^*$ is an isometric isomorphism, it is easy to see that $\varphi_E$ is a bounded linear functional on the linear subspace $\theta(\mathcal{M}_t(S))$ of $C(S)^*$. Therefore, by the Hahn-Banach theorem, there exists an extension $\tilde{\varphi}_E \in C(S)^*$ of $\varphi_E$. Define the set function $\mu : \mathcal{B}(S) \to X^*_\mathcal{M}_t$ by

\begin{equation}
\mu(E) \equiv T^{**}(\tilde{\varphi}_E)
\end{equation}

for all $E \in \mathcal{B}(S)$. Then it is well-defined, i.e., if $\tilde{\varphi}_E$ is another extension of $\varphi_E$, then we have $T^{**}(\varphi_E) = T^{**}(\tilde{\varphi}_E)$. For, by (4.2) we have $T^*x \subset \theta(\mathcal{M}_t(S))$, and hence

$$\langle x, T^{**}(\varphi_E) \rangle = \langle T^*(x), \varphi_E \rangle = \langle T^*(x), \tilde{\varphi}_E \rangle = \langle x, T^{**}(\tilde{\varphi}_E) \rangle
$$

holds for all $x \in X$, and this implies that $T^{**}(\varphi_E) = T^{**}(\tilde{\varphi}_E)$.

In the following, we shall show that $\mu \in \mathcal{M}_t(S; X^*_\mathcal{M}_t)$ and $T$ can be determined by $\mu$. By (4.2), (4.3) and (4.4), for each $x \in X$ and $E \in \mathcal{B}(S)$, we have

$$m_x(E) = \varphi_E(T^*(x)) = \langle T^*(x), \varphi_E \rangle = \langle x, T^{**}(\varphi_E) \rangle = \langle x, \mu(E) \rangle = (x\mu)(E),$$

and this implies that

\begin{equation}
x\mu = m_x
\end{equation}

for all $x \in X$. Since $m_x \in \mathcal{M}_t(S)$, we have $\mu \in \mathcal{M}_t(S; X^*_\mathcal{M}_t)$ by Fact II.

Since $X$ is barreled, $X^*_\mathcal{M}_t$ is quasi-complete, and so it is sequentially complete. Hence, by Fact I every bounded, Borel measurable, real valued function on $S$ is integrable with respect to $\mu$. Consequently, by (4.1) and (4.5) we have

$$\langle x, T(f) \rangle = \langle f, \theta(m_x) \rangle = \langle f, \theta(x\mu) \rangle = \int_S f dm_x = \int_S f dm = \left\langle x, \int_S f d\mu \right\rangle$$

for all $x \in X$ and $f \in C(S)$, and this implies that $T$ is determined by $\mu$. Finally, the proof of the uniqueness of $\mu$ is easy.

A net $\{\mu_\alpha\}$ in $\mathcal{M}_t(S; X^*_\mathcal{M}_t)$ is said to be compact for $\xi$ if every subnet of $\{\mu_\alpha\}$ has a subnet converging weakly for $\xi$. We also say that a net $\{m_\alpha\}$ in $\mathcal{M}_t(S)$ is compact if every subnet of $\{m_\alpha\}$ has a subnet which converges in the usual weak convergence of real measures. The following gives a general compactness criterion for a set of vector measures with values in the dual space.
Proposition 5. Let $S$ be a completely regular space and $X$ a barreled locally convex space. Assume that a net $\{\mu_\alpha\}$ in $\mathcal{M}_t(S;X_0^*)$ is uniformly bounded, and for each $x \in X$, the net $\{x\mu_\alpha\}$ is compact in $\mathcal{M}_t(S)$. Then $\{\mu_\alpha\}$ is compact in $\mathcal{M}_t(S;X_0^*)$ for $\sigma(X^*,X)$. When $X$ is a Montel space, it is also compact for $\beta(X^*,X)$.

Proof. For each $\alpha$, we define a continuous linear operator $T_\alpha : C(S) \to X_0^*$ by

$$T_\alpha(f) = \int_S fd\mu_\alpha, \quad f \in C(S).$$

Denote by $\mathcal{L}(C(S),X_0^*)$ the space of all continuous linear operators from $C(S)$ into $X_0^*$, and by $\mathcal{L}_s(C(S),X_0^*)$ the same space with the topology of simple convergence.

We also denote by $(X_0^*)^{C(S)}$ the set of all mappings from $C(S)$ into $X_0^*$. Put $\mathcal{H} = \{T_\alpha\}$ and denote by $\mathcal{H}_1$ the closure of $\mathcal{H}$ in $(X_0^*)^{C(S)}$ for the topology of simple convergence. By the uniform boundedness of $\{\mu_\alpha\}$, for each $f \in C(S)$, the set $\{T_\alpha(f)\}$ is bounded, and hence relatively compact in $X_0^*$ since $X$ is barreled. (see IV.5.2. of [16]). From this and Tychonoff’s theorem it follows that $\mathcal{H}_1$ is compact in $(X_0^*)^{C(S)}$. To prove that $\mathcal{H}$ is a relatively compact subset of $\mathcal{L}_s(C(S),X_0^*)$, we have only to show that $\mathcal{H}_1 \subset \mathcal{L}(C(S),X_0^*)$. Since the set $\{(x,T_\alpha(f))\}$ is bounded for each $x \in X$ and $f \in C(S)$ as stated above, it follows from the Banach-Steinhaus theorem (see, e.g., [16] Theorem III.4.2) that $\mathcal{H}$ is an equicontinuous subset of $\mathcal{L}(C(S),X_0^*)$. Then $\mathcal{H}_1 \subset \mathcal{L}(C(S),X_0^*)$ by II.3.4 of [16]. Thus, we have finished the proof of the relative compactness of $\mathcal{H}$, and hence for any subnet $\{\mu_{\alpha'}\}$ of $\{\mu_\alpha\}$, we can find a subnet $\{\mu_{\alpha''}\}$ of $\{\mu_{\alpha'}\}$ and an operator $T \in \mathcal{L}(C(S),X_0^*)$ such that

$$\langle x, T(f) \rangle = \lim_{\alpha''} \langle x, T_{\mu_{\alpha'}}(f) \rangle = \lim_{\alpha''} \left( x, \int_S fd\mu_{\alpha''} \right)$$

for all $x \in X$ and $f \in C(S)$.

We now show that $T$ satisfies tightness condition (*) of Proposition [4]. Fix $\epsilon > 0$ and $x \in X$. By (4.6), we have

$$\left| \langle x, T(f) \rangle \right| = \lim_{\alpha''} \left| \left( x, \int_S fd\mu_{\alpha''} \right) \right| = \lim_{\alpha''} \left| \int_S fd(x\mu_{\alpha''}) \right|$$

for all $f \in C(S)$. On the other hand, since $\{x\mu_\alpha\}$ is compact in $\mathcal{M}_t(S)$ by assumption, there exist a subnet $\{m_{\alpha''}\}$ of $\{x\mu_{\alpha''}\}$ and a real measure $m \in \mathcal{M}_t(S)$ such that

$$m_{\alpha''} \xrightarrow{w} m.$$

Since $m$ is Radon, there exists a compact subset $K$ of $S$ such that

$$|m|(S-K) < \epsilon.$$

Fix $f \in C(S)$ with $f(K) = 0$. Then, it follows from (4.7), (4.8) and (4.9) that

$$\left| \langle x, T(f) \rangle \right| = \lim_{\alpha''} \left| \int_S fd\mu_{\alpha''} \right| = \left| \int_S fdm \right|$$

$$= \left| \int_{S-K} fdm \right| \leq \|f\| \cdot |m|(S-K) < \epsilon \|f\|,$$

and this implies that $T$ satisfies condition (*) of Proposition [4]. Consequently, by Proposition [4] we can find a vector measure $\mu \in \mathcal{M}_t(S;X_0^*)$ such that

$$T(f) = \int_S fd\mu.$$
for all \( f \in C(S) \). Hence, by (4.6) we have
\[
\lim_{\alpha \to \alpha^*} \left< x, \int_S f \, d\mu_{\alpha^*} \right> = \left< x, \int_S f \, d\mu \right>,
\]
and this implies that \( \{\mu_{\alpha}\} \) is compact in \( \mathcal{M}_f(S;X^*_\beta) \) for \( \sigma(X^*,X) \).

Assume that \( X \) is a Montel space. Then, by Proposition 34.6 of \[23\] the strong and weak topologies coincide on the bounded subsets of \( X^*_\beta \), and equivalently, on the bounded subsets of \( X^*_\beta \) since \( X \) is barreled. From this and the uniform boundedness of \( \{\mu_{\alpha}\} \) it follows that \( \{\mu_{\alpha}\} \) is also compact for \( \beta(X^*,X) \).

\begin{remark}
By Fact \[2\] and a well known compactness criterion for real measures (see Theorem 2a of \[20\]), the assumption of Proposition \[5\] is satisfied if we assume that for each \( x \in X \), the net \( \{x_{\mu_{\alpha}}\} \) is uniformly bounded and uniformly tight.
\end{remark}

The following generalizes Lemma 5.1 of Hoffmann-Jørgensen \[6\].

**Proposition 7.** Let \( S \) and \( T \) be completely regular spaces and let \( X \) be a barreled locally convex space which is an ordered vector space of type \( (R) \). Assume that a net \( \{\gamma_\alpha\} \subset \mathcal{M}_f^+ (S \times T; X^*_\beta) \) is uniformly bounded. If \( \pi_S(\gamma_\alpha) \overset{w}{\to} \mu \in \mathcal{M}_f^+ (S;X^*_\beta) \) and \( \pi_T(\gamma_\alpha) \overset{w}{\to} \nu \in \mathcal{M}_f^+ (T;X^*_\beta) \) for \( \sigma(X^*,X) \), then every subnet of \( \{\gamma_\alpha\} \) has a subnet converging weakly for \( \sigma(X^*,X) \) to a vector measure \( \gamma \in \mathcal{M}_f^+ (S \times T; X^*_\beta) \) such that \( \pi_S(\gamma) = \mu \) and \( \pi_T(\gamma) = \nu \).

**Proof.** We first show that for each \( x \in X \), the net \( \{x_{\gamma_\alpha}\} \) is compact in \( \mathcal{M}_f(S) \). Fix \( x \in X \). Since \( X \) is of type \( (R) \), \( x \) is represented as the difference of two positive elements \( x^+ \) and \( x^- \) with \( x = x^+ - x^- \). Since each \( \gamma_\alpha \) is positive, we have \( \{x^+_{\gamma_\alpha}\} \subset \mathcal{M}_f^+ (S \times T) \), and by assumption it is easy to verify that \( \pi_S(x^+_{\gamma_\alpha}) = x^+ \mu \) and \( \pi_T(x^+_{\gamma_\alpha}) = x^+ \nu \). Consequently, by the proof of Lemma 5.1 of \[6\], the net \( \{x^+_{\gamma_\alpha}\} \) is compact in \( \mathcal{M}_f(S) \). The compactness of the net \( \{x^-_{\gamma_\alpha}\} \) follows in the same way. Therefore, we can easily show that the net \( \{x_{\gamma_\alpha}\} \) is also compact in \( \mathcal{M}_f(S) \).

Since \( \{\gamma_\alpha\} \) is uniformly bounded by assumption, it follows from Proposition \[5\] that \( \{\gamma_\alpha\} \) itself is compact in \( \mathcal{M}_f^+ (S \times T; X^*_\beta) \) for \( \sigma(X^*,X) \), and hence every subnet of \( \{\gamma_\alpha\} \) has a subnet converging weakly for \( \sigma(X^*,X) \) to a vector measure \( \gamma \in \mathcal{M}_f^+ (S \times T; X^*_\beta) \).

It remains to prove that \( \gamma \) has its marginals \( \mu \) and \( \nu \), i.e., \( \pi_S(\gamma) = \mu \) and \( \pi_T(\gamma) = \nu \). For simplicity, we assume that \( \gamma_\alpha \overset{w}{\to} \gamma, \pi_S(\gamma_\alpha) \overset{w}{\to} \mu \) and \( \pi_T(\gamma_\alpha) \overset{w}{\to} \nu \) for \( \sigma(X^*,X) \). Then, by the continuity of the projections \( \pi_S \) and \( \pi_T \), we have \( \pi_S(\gamma_\alpha) \overset{w}{\to} \pi_S(\gamma) \) and \( \pi_T(\gamma_\alpha) \overset{w}{\to} \pi_T(\gamma) \) for \( \sigma(X^*,X) \). Consequently, by the uniqueness of the limit, we have \( \pi_S(\gamma) = \mu \) and \( \pi_T(\gamma) = \nu \), and the proof is complete.

We are now ready to prove Theorem \[1\]. The necessity of (3.1) is clear, and so we only prove sufficiency. Assume (3.1) and denote by \( M_f \) the set of all pairs \( (\varphi, \psi) \in \mathcal{M}_f^+ (S;X^*_\beta) \times \mathcal{M}_f^+ (T;X^*_\beta) \) such that there exists a \( \gamma \in \Gamma(\varphi,\psi) \) as its marginals. Then \( M_f \) is non-empty and convex.

Denote by \( C(S) \otimes X \) the algebraic tensor product of \( C(S) \) and \( X \), i.e., the linear space of all finite linear combinations of the basic elements \( f \otimes x \), which are assigned to the function \( s \in S \to f(s) x \) by the natural embedding from \( C(S) \otimes X \) into the space of all \( X \)-valued continuous functions on \( S \). Note that the weak...
topology of vector measures on $\mathcal{M}_t(S; X^*_t)$ for $\sigma(X^*, X)$ is just the weak topology $\sigma(\mathcal{M}_t(S; X^*_t), C(S) \otimes X)$ with respect to the natural duality

$$\left\langle \mu, \sum_{i=1}^n f_i \otimes x_i \right\rangle = \sum_{i=1}^n \int_{S} f_i(x_i) d\mu$$

between $\mathcal{M}_t(S; X^*_t)$ and $C(S) \otimes X$. This duality is unambiguously defined, i.e., it does not depend on the expression of elements in $C(S) \otimes X$.

The pairing

$$\langle (\varphi, \psi), (f, g) \rangle = \langle \varphi, f \rangle + \langle \psi, g \rangle$$

puts the two spaces $\mathcal{M}_t(S; X^*_t) \times \mathcal{M}_t(T; X^*_t)$ and $(C(S) \otimes X) \oplus (C(T) \otimes X)$ in duality, and we observe that the weak topology

$$\sigma_0 = \sigma(\mathcal{M}_t(S; X^*_t) \times \mathcal{M}_t(T; X^*_t), (C(S) \otimes X) \oplus (C(T) \otimes X))$$

relative to the pairing above is the product of the topologies

$$\sigma(\mathcal{M}_t(S; X^*_t), C(S) \otimes X) \quad \text{and} \quad \sigma(\mathcal{M}_t(T; X^*_t), C(T) \otimes X)$$

(see IV.4.2 of [16]). From the Hahn-Banach theorem and the representation theorem of $\sigma_0$-continuous linear functionals, it follows that $(\mu, \nu)$ is in the closure of $\mathcal{M}^*_t$ for the weak topology $\sigma_0$ above. Consequently, we can find a net $\{ (\varphi_\alpha, \psi_\alpha) \}$ of elements in $\mathcal{M}^*_t$ converging weakly for $\sigma_0$ to $(\mu, \nu)$, and hence $\varphi_\alpha \xrightarrow{w} \mu$ and $\psi_\alpha \xrightarrow{w} \nu$ for $\sigma(X^*, X)$. Since for each pair $(\varphi_\alpha, \psi_\alpha)$ there exists a $\gamma_\alpha \in \Gamma$ with marginals $\varphi_\alpha$ and $\psi_\alpha$, we have $\pi_S(\gamma_\alpha) = \varphi_\alpha \xrightarrow{w} \mu$ and $\pi_T(\gamma_\alpha) = \psi_\alpha \xrightarrow{w} \nu$ for $\sigma(X^*, X)$. Therefore, by Proposition [7] the net $\{ \gamma_\alpha \}$ has a subnet converging weakly for $\sigma(X^*, X)$ to a $\gamma \in \mathcal{M}^*_t(S \times T; X^*_t)$ such that $\pi_S(\gamma) = \mu$ and $\pi_T(\gamma) = \nu$. Since $\Gamma$ is closed, we have $\gamma \in \Gamma$, and the proof is complete.
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