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Abstract. Let $a := \{a(k)\}_{k \in \mathbb{Z}}$ be a sequence of complex numbers and $a(k) = 0$ except for finitely many $k$. The subdivision operator $S_a$ associated with $a$ is the bi-infinite matrix $S_a := (a(j - 2k))_{j,k \in \mathbb{Z}}$. This operator plays an important role in wavelet analysis and subdivision algorithms. As the adjoint it is closely related to the well-known transfer operators (also called Ruelle operator).

In this paper we show that for any $1 \leq p \leq \infty$, the spectrum of $S_a$ in $\ell_p(\mathbb{Z})$ is always a closed disc centered at the origin. Moreover, except for finitely many points, all the points in the open disc of the spectrum lie in the residual spectrum.

1. Introduction and main results

Let $a := \{a(k)\}_{k \in \mathbb{Z}}$ be a sequence of complex numbers. The subdivision operator $S_a$ associated with the sequence $a$ is the bi-infinite matrix

$$S_a := (a(j - 2k))_{j,k = -\infty}^{+\infty} = \begin{pmatrix} \cdots & a(2) & a(0) & a(-2) & a(-4) & \cdots \\ \cdots & a(3) & a(1) & a(-1) & a(-3) & \cdots \\ \cdots & a(4) & a(2) & a(0) & a(-2) & \cdots \\ \cdots & \end{pmatrix}.$$ 

Throughout the paper we assume that the sequence $a$ is finitely supported. Then for a sequence $v$ on $\mathbb{Z}$, the acting of $S_a$ on $v$ is another sequence $S_a v$ given by

$$S_a v(j) = \sum_{k \in \mathbb{Z}} a(j - 2k) v(k), \quad j \in \mathbb{Z}. \quad (1.1)$$

For any $1 \leq p \leq \infty$, the linear operator $S_a$ is bounded in $\ell_p(\mathbb{Z})$. The purpose of this paper is to analyze the spectrum of this subdivision operator $S_a$.

Let $I$ be the identity operator (in $\ell_p(\mathbb{Z})$). The spectrum of the subdivision operator $S_a$ in $\ell_p(\mathbb{Z})$, denoted as $\sigma(S_a)_p$, consists of all the complex numbers $\lambda$ such that $S_a - \lambda I$ does not have a bounded inverse in $\ell_p(\mathbb{Z})$. Our first main result states that the spectrum of the subdivision operator is always a closed disc centered at the origin.
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Theorem 1. Let $a$ be a finitely supported sequence of complex numbers, and $1 \leq p \leq \infty$. Then $\sigma(S_a)_p$, the spectrum of the subdivision operator $S_a$ in $(\ell_p(\mathbb{Z}))$, is a closed disc centered at the origin.

The spectrum $\sigma(S_a)_p$ is a compact set, so the number
$$r_p(S_a) := \sup \{ |\lambda| : \lambda \in \sigma(S_a)_p \}$$
is finite and is called the spectral radius of $S_a$ in $\ell_p(\mathbb{Z})$. Thus Theorem 1 shows
$$\sigma(S_a)_p = \{ \lambda \in \mathbb{C} : |\lambda| \leq r_p(S_a) \}.$$ 

The spectrum of the linear operator $S_a$ can be divided into three mutually exclusive parts:
1. point spectrum (the set of all the eigenvalues)
   $$\sigma_p(S_a)_p := \{ \lambda : (S_a - \lambda I)v = 0 \text{ for some nonzero sequence } v \in \ell_p(\mathbb{Z}) \};$$
2. continuous spectrum
   $$\sigma_c(S_a)_p := \{ \lambda : S_a - \lambda I \text{ has an unbounded inverse but dense range} \};$$
3. residual spectrum
   $$\sigma_r(S_a)_p := \{ \lambda : S_a - \lambda I \text{ is one-to-one, but its range is not dense} \}.$$

Our second main result shows that all the points in the open disc of the spectrum are in the residual spectrum, except for finitely many points. These possibly exceptional points are eigenvalues of a finite matrix. If the sequence $a$ is supported in $[0;N]$ for some positive integer $N$, then the matrix is $A|_{[-N,0]}$, where for $m \leq n \in \mathbb{Z}$,
$$A|_{[m,n]} := (a(j - 2k))^{n}_{j,k=m} \in \mathbb{C}^{(n-m+1) \times (n-m+1)}.$$ 

So our second main result can be stated as follows.

Theorem 2. Let $a$ be a sequence supported in $[0,N]$ for some positive integer $N$, and $1 \leq p \leq \infty$. If $\lambda \in \mathbb{C}$ is not an eigenvalue of $A|_{[-N,0]}$ and $|\lambda| < r_p(S_a)$, then $\lambda$ lies in the residual spectrum $\sigma_r(S_a)_p$.

The subdivision operator was introduced in CAGD for generating curves by subdivision algorithms. It plays an important role in wavelet analysis. If we want to have a continuous function satisfying the refinement equation:

$$\phi(x) = \sum_{k \in \mathbb{Z}} a(k) \phi(2x - k), \quad x \in \mathbb{R},$$ 

then by iterating (1.3),
$$\phi(x) = \sum_{k \in \mathbb{Z}} S_a^{n-1} a(k) \phi(2^n x - k), \quad n \in \mathbb{N}.$$ 

Hence
$$\phi(j/2^n) = S_a^n v(j), \quad j \in \mathbb{Z}, \quad n \in \mathbb{N},$$ 

where the sequence $v$ is the restriction of $\phi$:
$$v(k) = \phi(k), \quad k \in \mathbb{Z}.$$ 

Moreover, if $\text{supp } a \subset [0,N]$, then $\text{supp } v \subset [0,N-1]$ and $\{v(k)\}_{k=0}^{N-1}$ is an eigenvector of the finite matrix $(a(2j - k))_{j,k=0}^{N-1}$ associated with eigenvalue 1. Under some mild conditions such as the convergence of the subdivision algorithm, this eigenvector is unique up to a constant multiplication. For more details, see [23].
Thus the continuous function (curve) \( \phi \) can be completely determined by the sequence \( a \) in terms of the iterative acting of the subdivision operator \( S_a \) on the sequence \( v \) (see the monograph of Micchelli [15]). Here, to ensure the convergence of the sequence (1.4) to a continuous function \( \phi \), we have to pose some conditions on the sequence \( a \), or equivalently, on the subdivision operator \( S_a \). This method was employed by Deslauriers and Dubuc [7], and Micchelli and Prautzsch [16] in order to consider the regularity of interpolatory refinable functions \( (v(k) = \delta_{k,0}) \) from the eigenvalues of \( S_a \). Cavaretta, Dahmen and Micchelli [4] presented a systematic study of subdivision operators for refinable functions. Villemoes [20] used the spectral radius of the subdivision operator to characterize the \( L_p \) \((1 \leq p \leq \infty)\) regularity of refinable functions, which refined the analysis of continuous regularity provided by Daubechies and Lagarias [6]. The result of Daubechies and Lagarias in [6] was stated in terms of the joint spectral radius of finite matrices, which initiated the systematic study of subdivision operators for refinable functions. Villemoes [20] used the spectral radius of two matrices; hence the notation \( S \) becomes \( \sigma(S) \) for the spectral radius of \( S \). This method can be completely determined by the \( L_p \) norm of \( S \). Thus the spectral radius \( \rho(S) \) of the subdivision operator equals the \( L_p \) norm of \( S \). Moreover, eigenvalues and eigenvectors of subdivision operators can also be used to analyze the accuracy and approximation order of refinable functions (see, e.g., [9], [12]). All these results involve only the eigenvalues (and the corresponding eigenvectors) and the spectral radii of subdivision operators.

Another motivation for our investigation is the spectral analysis of the transfer operator. The transfer operator \( T_a \) associated with the sequence \( a \) is a linear operator in a space \( B(T) \) of \( 2\pi \)-periodic functions and is defined as

\[
T_a f(\xi) = \tilde{a}(\xi/2)f(\xi/2) + \tilde{a}(\xi/2 + \pi)f(\xi/2 + \pi), \quad \xi \in \mathbb{R}, \quad f \in B(T).
\]

Here \( \tilde{a}(\xi) \) is a \( 2\pi \)-periodic function, called the symbol of the sequence \( a \), given by

\[
\tilde{a}(\xi) = \sum_{k \in \mathbb{Z}} a(k)e^{-ik\xi}, \quad \xi \in \mathbb{R}.
\]

If we write \( f \in L_2(T) \) in its Fourier series, we can easily see that the representing matrix of \( T_a \) in \( L_2(T) \) with respect to the usual basis \( \{e^{-ik\xi}, k \in \mathbb{Z}\} \) is

\[
(2(2j - k))_{j,k=-\infty}^{\infty}.
\]

Therefore, the subdivision operator \( S_a \) is the adjoint of a transfer operator, at least in \( L_2(T) \), for which we take \( B(T) = L_2(T) \).

When we choose \( B(T) = C^\alpha(T) \), the space of all the \( C^\alpha \) \((2\pi)\)-periodic functions, the transfer operator is sometimes called Ruelle operator and has been studied extensively in dynamical systems (see, e.g., [11], [13], [14]). In particular, Ruelle showed in [13] that for \( \alpha > 0 \), the spectrum of \( T_a \) in \( C^\alpha(T) \) consists of a closed disc centered at zero and some isolated eigenvalues with finite multiplicity. Moreover, if \( \tilde{a}(\xi) \geq 0 \) everywhere, then the spectrum of \( T_a \) in \( C(T) \) is a closed disc centered at zero.

Cohen and Daubechies [5] considered the choice \( B(T) = \{f(\xi) = \sum f_k e^{-ik\xi} \in C(T) : \|f\| = (\sum |f_k|^2 e^{2|k|})^{1/2} < \infty\} \), and showed that the transfer operator \( T_a \) is compact in this Hilbert space. They used the eigenvalues of \( T_a \) in this space to estimate the \( L_2 \) regularity of refinable functions with exponentially decaying masks.

Ho took the choice \( B(T) = L_2(T) \) in [11]. He proved that the spectrum of \( T_a \) in \( L_2(T) \) is a closed disc centered at zero. Moreover, if the sequence \( a \) is finitely
supported and its symbol $\tilde{a}$ never vanishes, then all the points in the open disc of the spectrum are eigenvalues.

In this paper the space $B(T)$ consists of the (formal) Fourier series of all the $\ell_p$ sequences for some fixed $p$. We have the flexibility in choosing the parameter $p$. Note that for $\alpha > 1/2$, $C^\alpha(T) \subset \{ f(\xi) = \sum c_k e^{-ik\xi} : \{ c_k \} \in \ell_1(\mathbb{Z}) \} \subset C(T) \subset L_2(T)$. The choice $p = 2$ corresponds to the space $B(T) = L_2(T)$ studied in [10].

In wavelet analysis we often assume that the refinement equation (1.3) has a compactly supported solution $\phi \in L_2(\mathbb{R})$ which has orthonormal integer translates. In this case, $\tilde{a}(0) = 2$ and

$$|\tilde{a}(\xi)|^2 + |\tilde{a}(\xi + \pi)|^2 = 4, \quad \xi \in \mathbb{R}. \quad (1.5)$$

In particular, $\tilde{a}(\pi) = 0$. Hence the symbol $\tilde{a}$ vanishes somewhere on the real line. Thus, from the duality, our Theorem 2 improves the result of Ho even in the case $p = 2$, since we do not assume that the symbol never vanishes. Let us mention that the method here can be extended to matrix subdivision operators [12]. It could be used to prove the quasi-compactness of matrix transfer operators, which will be treated elsewhere.

Subdivision operators were also investigated by Bratteli and Jorgensen [2] from a representation theory point of view. For a sequence $a$ satisfying (1.5), they considered the $C^*$-algebra generated by two subdivision operators related to the sequence $a$. This is a representation on $\ell_2(\mathbb{Z})$ of the Cuntz algebra, and some properties of the solution $\phi$ to (1.3) with $\int \phi(x)dx = 1$ can be characterized by properties of this representation. We hope that our spectral analysis of the subdivision operator will help the understanding of this representation of the Cuntz algebra.

The proof of our main results will be given in Section 3. The main tool is the $p$-norm joint spectral radius which we shall review in Section 2.

### 2. The $p$-Norm Joint Spectral Radius of Matrices

The $p$-norm joint spectral radius of matrices plays an essential role in our proof of the main results. This concept can be found in [17], [9], [11], [19], [22] and is reviewed in the following.

Let $\| \cdot \|$ be a vector norm on $\mathbb{C}^M$. The norm of an $M \times M$ matrix $A$ is defined as

$$\|A\| = \max\{\|Ax\| : x \in \mathbb{C}^M, \|x\| \leq 1\}.$$  

It is well known that the spectral radius of the matrix $A$, $\rho(A)$, has the representation

$$\rho(A) = \lim_{n \to \infty} \|A^n\|^{1/n}. \quad (2.1)$$

Our purpose is to extend the concept of spectral radius to a finite multiset of $M \times M$ complex matrices $A = \{A_1, \ldots, A_d\}$. To this end, replace $\|A^n\|$ by the norm of products of $n$ matrices selected from $A$. Since we have to count many different products, we take $0 < p \leq \infty$ and set $\|A^n\|_p$ as the $\ell_p$ norm (seminorm) of the sequence of all products (in all orders) of $n$ matrices from $A$:

$$\|A^n\|_p := \begin{cases} \left( \sum_{A_1, \ldots, A_n \in A} \|A_1 \cdots A_n\|^p \right)^{1/p}, & \text{if } 0 < p < \infty, \\
\max_{A_1, \ldots, A_n \in A} \{\|A_1 \cdots A_n\|\}, & \text{if } p = \infty. \end{cases}$$
Then the \textbf{p-norm joint spectral radius} $\rho_p(A)$ is defined to be
\begin{equation}
\rho_p(A) := \lim_{n \to \infty} \|A^n\|_p^{1/n}.
\end{equation}

It is a classical fact that this limit exists and equals the infimum
\[\lim_{n \to \infty} \|A^n\|_p^{1/n} = \inf_{n \geq 1} \|A^n\|_p^{1/n} .\]

Clearly, $\rho_p(A)$ is independent of the choice of the vector norm $\| \cdot \|$ on $\mathbb{C}^M$.

If $A$ consists of a single matrix $A$, then $\rho_p(A) = \rho(A)$ and (2.2) is reduced into (2.1). If $A_1 = \cdots = A_d = A$, then $\rho_p(A) = d^{1/p} \rho(A)$ for $0 < p \leq \infty$. Moreover, if $A_T := \{A^T : A \in A\}$, it is easily seen that $\rho_p(A_T) = \rho_p(A)$.

What is disappointing about the joint spectral radius is that the limit in (2.2) is reached very slowly. We can hardly compute $\rho_p(A)$ using (2.2). However, it is well known in wavelet analysis that for matrices arising from wavelets (see (2.5) and (2.6) in the following) the 2-norm joint spectral radius can be computed by the spectral radius of some finite matrix (see, e.g., [8], [7], [13]). Moreover, when $p$ is an even integer, $\rho_p(A)$ can be computed explicitly in terms of the spectral radius of a finite matrix: For any $k \in \mathbb{N}$,
\begin{equation}
\rho_{2k}(A) = \left\{ \rho \left( \sum_{l=1}^{d} (A_l \otimes A_l)^{[k]} \right) \right\}^{1/2k}.
\end{equation}

Here the \textbf{Kronecker product} of $A \in \mathbb{C}^{M \times M}$ and $B \in \mathbb{C}^{m \times m}$ is the block matrix
\[A \otimes B := \begin{bmatrix} a_{11}B & a_{12}B & \cdots & a_{1M}B \\ a_{21}B & a_{22}B & \cdots & a_{2M}B \\ \vdots & \vdots & \ddots & \vdots \\ a_{M1}B & a_{M2}B & \cdots & a_{MM}B \end{bmatrix} \in \mathbb{C}^{Mm \times Mm}.
\]

We set $A^{[1]} = A$ and $A^{[k+1]} := A \otimes A^{[k]}$. This result was proved by the author in [22].

It was verified by Strang and Zhou [19] that the function $\log \rho_{1/x}(A)$ is convex on $0 \leq x \leq 1$. This in connection with (2.3) provides a method to estimate $\rho\infty(A)$ in terms of $\rho_p(A)$ (see [19], [22]).

In this paper we shall use the $p$-norm joint spectral radius of two matrices induced by the sequence $a$. Note that for any $k_0 \in \mathbb{Z}$, $\lambda \in \mathbb{C}$ and sequence $v$,
\begin{equation}
(S_{a(-k_0)} - \lambda I)v(k) = [(S_a - \lambda I)v(-k_0)](k + k_0), \quad \forall k \in \mathbb{Z}.
\end{equation}

Therefore, to consider the subdivision operator $S_a$, without any loss of generality, we shall always assume that the sequence $a$ is supported in $[0, N]$ for some positive integer $N$, i.e., $a(k) = 0$ for $k > N$ or $k < 0$. Under this assumption, the two matrices involved in $\rho_p(A)$ are defined by
\begin{equation}
A_0 = (a(2j - k))_{j,k=0}^{N-1} = \begin{bmatrix} a(0) & 0 \\ \ast & A \end{bmatrix}
\end{equation}

and
\begin{equation}
A_1 = (a(2j - k + 1))_{j,k=0}^{N-1} = \begin{bmatrix} A & \ast \\ 0 & a(N) \end{bmatrix}.
\end{equation}
where $\Lambda$ is the $(N - 1) \times (N - 1)$ matrix given by

$$
\Lambda = (a(2j - k))_{j,k=1}^{N-1} = \begin{bmatrix}
    a(1) & a(0) & 0 & \cdots & 0 \\
    a(3) & a(2) & a(1) & a(0) & 0 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
    0 & \cdots & (N-2) & a(N-3) & a(N)
\end{bmatrix}.
$$

The relation between these two matrices and the subdivision operator can be seen from the following result given in [8], [11]. For a sequence $v$ on $\mathbb{Z}$ and $k \in \mathbb{Z}$, as in [8], we define $v_k \in \mathbb{C}^N$ by

$$
v_k(j) = v(k-j), \quad j = 0, 1, \ldots, N-1.
$$

**Lemma 1.** Let $a$ be supported in $[0, N]$. Define $S_a$, $A_0$ and $A_1$ by (1.1), (2.5) and (2.6), respectively. Then for $n \in \mathbb{N}$, $\varepsilon_1, \ldots, \varepsilon_n \in \{0, 1\}$, $k \in \mathbb{Z}$, $j = 0, 1, \ldots, N - 1$ and any sequence $v$, we have

$$
S_n^a v(\varepsilon_1 + 2\varepsilon_2 + \cdots + 2^{n-1}\varepsilon_n + 2^n k - j) = A_{\varepsilon_1}^T A_{\varepsilon_2}^T \cdots A_{\varepsilon_n}^T v_k(j).
$$

That is,

$$
(S_n^a v)_{\varepsilon_1+2\varepsilon_2+\cdots+2^{n-1}\varepsilon_n+2^n k} = A_{\varepsilon_1}^T A_{\varepsilon_2}^T \cdots A_{\varepsilon_n}^T v_k.
$$

Applying the formula (2.7) for iterations, Jia [11] proved that

$$
r_p(S_a) = \rho(S_a) = 1, \quad 1 \leq p \leq \infty.
$$

The relation (2.7) or (2.8) tells us more information about the eigenvalues of the subdivision operator. The following result was proved in [13] under the assumption $\lambda \neq 0$. Here we omit this assumption, and give a proof for completeness. For a sequence $v$ on $\mathbb{Z}$, we denote $v|_{[m,n]}$ as the vector $(v(m), \ldots, v(n))^T$.

**Lemma 2.** Let $a$ be supported in $[0, N]$. Suppose that $\lambda \in \mathbb{C}$ and a nonzero sequence $v$ satisfy $S_a v = \lambda v$. Then $\lambda$ is an eigenvalue of the matrix $A|_{[-N,0]}$ given by (1.2).

**Proof.** Suppose to the contrary that $\lambda$ is not an eigenvalue of $A|_{[-N,0]}$. We show that $v$ is the zero sequence.

To this end, restrict (1.1) to $[-N,0]$. Then

$$
S_a v(j) = \sum_{k=-N}^{0} a(j - 2k)v(k) = \sum_{k=-N}^{0} A|_{[-N,0]}(j,k)v(k), \quad j = -N, -N+1, \ldots, 0.
$$

By the eigenvector condition,

$$
A|_{[-N,0]} v|_{[-N,0]} = \lambda v|_{[-N,0]}.
$$

However, $\lambda$ is not an eigenvalue of $A|_{[-N,0]}$. Therefore, $v(-N) = \cdots = v(0) = 0$. Hence $v_0 = v_{-1} = 0$.

Applying (2.8) for $n = 1$, we have

$$
(S_a v)_{\varepsilon_1+2k} = A_{\varepsilon_1}^T v_k, \quad \varepsilon_1 \in \{0, 1\}, k \in \mathbb{Z}.
$$

If $\lambda \neq 0$, then (2.10) tells us that

$$
v_{\varepsilon_1+2k} = \frac{1}{\lambda} (S_a v)_{\varepsilon_1+2k} = \frac{1}{\lambda} A_{\varepsilon_1}^T v_k, \quad \varepsilon_1 \in \{0, 1\}, k \in \mathbb{Z}.
For any $l \in \mathbb{N}$, there are $k \in \mathbb{Z}_+$ and $\varepsilon_1 \in \{0, 1\}$ such that
\[ \varepsilon_1 + 2k = l > k. \]
Therefore, starting from $v_0 = 0$, we get inductively $v_l = 0$ for any $l \in \mathbb{N}$.
For $l \leq -2$, there are $k < 0$ and $\varepsilon_1 \in \{0, 1\}$ such that
\[ \varepsilon_1 + 2k = l < k. \]
Once again, starting from $v_{-1} = 0$, we have inductively $v_l = 0$ for any $-2 \geq l \in \mathbb{Z}$.
Thus, $v$ is the zero sequence in the case $\lambda \neq 0$.
If $\lambda = 0$, then $S_a v = 0$. Hence for any $s \in \mathbb{Z}, j = -N, \ldots, 0$,
\[ S_a v(j + 2s) = \sum_{k \in \mathbb{Z}} a(j + 2s - 2k)v(k) = \sum_{k = -N}^{0} a(j - 2k)v(s + k) = 0; \]
that is
\[ A|_{[-N, 0]} \begin{bmatrix} v(s - N) \\ \vdots \\ v(s) \end{bmatrix} = 0. \]
But $\lambda = 0$ is not an eigenvalue of $A|_{[-N, 0]}$ by our assumption. Therefore, $v(s - N) = \cdots = v(s) = 0$. Thus, $v$ is again the zero sequence in the case $\lambda = 0$.
Combining the above two cases, we conclude that $v = 0$, which is a contradiction. □

The above same procedure yields the following similar result which will be used in the proof of Theorem 2.

**Corollary.** Let $a$ be supported in $[0, N]$. Then the set of all the eigenvalues of the matrix $A|_{[-N, N]}$ is contained in that of the matrix $A|_{[-N, 0]}$.

Notice that the orders of $A_{e}(\varepsilon = 0, 1)$ and $A|_{[-N, 0]}$ are different. We may ask whether the matrix $A|_{[-N, 0]}$ in Lemma 2 can be replaced by $A|_{[1-N, 0]}$ in order to exclude the point spectrum. The following example shows that this is not the case in general.

**Example.** Let $p = \infty$, $N = 1$, $t \in \mathbb{C}$ and $a$ be given by
\[ a(0) = 1, \quad a(1) = t. \]
If $|t| > 1$, then $\lambda = t$ lies in the point spectrum $\sigma_e(S_a)_\infty$, while it is not an eigenvalue of $A|_{[1-N, 0]}$.

**Proof.** Observe that $A|_{[1-N, 0]} = [1]$. Then $\lambda = t$ is not an eigenvalue of $A|_{[1-N, 0]}$.
Let $v$ be a sequence on $\mathbb{Z}$. Then $S_a v = tv$ if and only if
\[ tv(2j + \varepsilon) = t^\varepsilon v(j), \quad j \in \mathbb{Z}, \varepsilon = 0, 1; \]
if and only if $v$ is supported in $(-\infty, -1]$ and for $n \in \mathbb{N}, \varepsilon_1, \ldots, \varepsilon_n \in \{0, 1\}$,
\[ v(\varepsilon_1 + \cdots + 2^{n-1}\varepsilon_n - 2^n) = t^{\sum_{j=1}^{n} \varepsilon_j - n}v(-1). \]
Since $|\lambda| > 1$, the sequence $v$ supported in $(-\infty, -1]$ and given by
\[ v(\varepsilon_1 + \cdots + 2^{n-1}\varepsilon_n - 2^n) = t^{\sum_{j=1}^{n} \varepsilon_j - n} \]
is in $\ell_\infty(\mathbb{Z})$ and satisfies $S_a v = tv$. Therefore, $\lambda = t \in \sigma_e(S_a)_\infty$. □
3. Residual spectrum

In this section we apply the $p$-norm joint spectral radius to prove the main results. The following technical result plays an important role in our proof and is of independent interest.

**Lemma 3.** Let $0 \leq |\lambda| < \sigma$ and $\{d_n\}$ be a sequence of nonnegative numbers. Suppose that

\[ d_n \leq C|\lambda|^n + \frac{\sigma - |\lambda|}{2} \sum_{s=0}^{n-1} |\lambda|^{n-1-s}d_s, \quad \forall n \in \mathbb{N}, \]

where $C$ is a positive constant independent of $n$. Then

\[ d_n \leq (1 + \sum_{j=1}^{n_0} d_j / \sigma^j) \sigma^n, \quad \forall n \geq n_0, \]

where $n_0 \in \mathbb{N}$ satisfies

\[ 2C(|\lambda|/\sigma)^{n_0} \leq 1. \]

**Proof.** Define a sequence $\{f_n\}$ by

\[ f_n = \max\{1, \max_{1 \leq j \leq n} d_j / \sigma^j\}. \]

Then by (3.1)

\[ f_n \leq \max\{f_{n-1}, C(|\lambda|/\sigma)^n + (\sigma - |\lambda|)/(2\sigma) \sum_{s=0}^{n-1} (|\lambda|/\sigma)^{n-1-s}d_s \}\]

\[ \leq \max\{f_{n-1}, 2C(|\lambda|/\sigma)^n, 2\sigma^2 - |\lambda| \}

\[ \leq \max\{f_{n-1}, 2C(|\lambda|/\sigma)^n\} \leq \max\{f_{n-1}, 2C(|\lambda|/\sigma)^n\}. \]

Let $n_0 \in \mathbb{N}$ satisfying $2C(|\lambda|/\sigma)^{n_0} \leq 1$. Then for $n \geq n_0$,

\[ f_n \leq \max\{f_{n-1}, 1\} = f_{n-1}. \]

It follows that

\[ f_n \leq f_{n_0}, \quad \forall n \geq n_0. \]

Hence

\[ d_n \leq f_{n_0} \sigma^n, \quad \forall n \geq n_0. \]

The proof of Lemma 3 is complete.

We are now in a position to prove Theorem 2. The proof is based on the enlarging property (2.8): the terms of $S_av$ around the position $2k$ are determined by the terms of $v$ around the position $k$.

The main idea can be seen from the special case $\lambda = 0$. In this case, $A_{[-N,N]}$ is invertible. If the range of $S_a$ is dense, then for each sequence $y$ supported in $[-N,N]$, there is a sequence $u$ which is arbitrarily close to $y$ and satisfies $u = S_a v$ for some $v$. Applying (2.8) to $S_a^n v = S_a^{-1} u$ and $k = N$, we know that

\[ A_{\varepsilon_1}^T \cdots A_{\varepsilon_n}^T v_N = A_{\varepsilon_1}^T \cdots A_{\varepsilon_{n-1}}^T u_{2N+\varepsilon_n}. \]

When $y$ varies over sequences supported in $[-N,N]$, it follows that $v\mid_{[-N,N]} = (A_{[-N,N]})^{-1} u\mid_{[-N,N]}$ varies (closely) over all vectors in $\mathbb{C}^{2N+1}$. Then $v_N$ yields (almost) all the vectors in $\mathbb{C}^N$ and realizes the norm $\| A_{\varepsilon_1}^T \cdots A_{\varepsilon_n}^T \|$. On the other
side, $y$ vanishes outside $[-N, N]$. Hence $u_{2N+\varepsilon_n}$ is very close to the zero vector and the norm of $A_{\varepsilon_1}^T \cdots A_{\varepsilon_n}^T u_{2N+\varepsilon_n}$ is very small, which would imply a contradiction.

Let us turn to the detailed proof of our main results. It is possible to replace $A_{[-N,N]}$ by a matrix of smaller size in our proof. However, the example in Section 2 shows that the $N \times N$ matrix $A_{[-N,N]}$ is not enough to exclude the point spectrum. For $j = 0, 1, \ldots, N - 1$, denote $e_j$ as the $j$th column of the $N \times N$ identity matrix.

Proof of Theorem 2. Suppose that $\lambda \in \mathbb{C}$ is not an eigenvalue of $A_{[-N,0]}$ and $|\lambda| < r_p(S_o)$. Choose the vector norm $\| \cdot \|_\infty$. By the Corollary, $\| (A_{[-N,N]} - \lambda I)^{-1} \| < \infty$. By Lemma 2, $S_o - \lambda I$ is one-to-one in $\ell_p(Z)$. It is sufficient for us to show that the range of $S_o - \lambda I$ is not dense.

Suppose to the contrary that the range of $S_o - \lambda I$ is dense in $\ell_p(Z)$. Choose some constant $\sigma$ satisfying $|\lambda| < \sigma < r_p(S_o)$. Set

$$\Delta := \min \left\{ 1/(2N^2(2N+1)) \| (A_{[-N,N]} - \lambda I)^{-1} \|, (\sigma - |\lambda|)/(4N^3) \right\} > 0.$$ 

Let $k \in \{0, 1, \ldots, N - 1 \}$. Define a sequence $y \in \ell_p(Z)$ supported in $[-N, N]$ by

$$y(j) = a(j - 2(N - k)) - \lambda \delta_{N-k,j}, \quad j = -N, \ldots, N.$$ 

Then (3.2)

$$y|_{[-N,N]} = (A_{[-N,N]} - \lambda I)\delta_{N-k}.$$ 

Since the range of $S_o - \lambda I$ is dense, there exist some $u \in \ell_p(Z)$ such that $\|y - u\|_p < \Delta$ and $u$ lies in the range, i.e., for some $v \in \ell_p(Z),

$$S_o v - \lambda v = u.$$ 

Restricting to $[-N, N]$, we have

$$(A_{[-N,N]} - \lambda I)v|_{[-N,N]} = u|_{[-N,N]}.$$ 

Together with (3.2), this implies

$$(A_{[-N,N]} - \lambda I)(\delta_{N-k} - v)|_{[-N,N]} = (y - u)|_{[-N,N]}.$$ 

Hence (3.4)

$$\| (\delta_{N-k} - v)|_{[-N,N]} \|_\infty \leq \|(A_{[-N,N]} - \lambda I)^{-1} \| \| (y - u)|_{[-N,N]} \|_\infty.$$ 

Now we iterate (3.3) $n$ times and obtain

$$S_o^n u = \lambda^n v + \sum_{s=0}^{n-1} \lambda^{n-1-s} S_o^s u.$$ 

Applying (2.8) to this relation with $\varepsilon_1, \ldots, \varepsilon_n \in \{0, 1\}$, we know that $A_{\varepsilon_1}^T \cdots A_{\varepsilon_n}^T v_N$ equals

$$\lambda^n v_{\varepsilon_1 + \cdots + 2^{n-1}\varepsilon_n + 2^n N} + \sum_{s=0}^{n-1} \lambda^{n-1-s} A_{\varepsilon_1}^T \cdots A_{\varepsilon_s}^T u_{\varepsilon_{s+1} + \cdots + 2^{n-s-1}\varepsilon_n + 2^{n-s} N}$$

$$= \lambda^n v_{\varepsilon_1 + \cdots + 2^{n-1}\varepsilon_n + 2^n N} + \sum_{s=0}^{n-1} \lambda^{n-1-s} A_{\varepsilon_1}^T \cdots A_{\varepsilon_s}^T (u - y)_{\varepsilon_{s+1} + \cdots + 2^{n-s-1}\varepsilon_n + 2^{n-s} N}.$$ 

The last equality holds, because $y$ is supported in $[-N, N]$ and

$$y_{\varepsilon_{s+1} + \cdots + 2^{n-s-1}\varepsilon_n + 2^{n-s} N} = 0.$$
for $0 \leq s \leq n - 1$. This in connection with (3.4) and the fact $(\delta_{N-k})_N = e_k$ shows
\[
\|A T^N \cdots T_{k} e_k\|_\infty \leq \|A T^N \cdots T_{k} e_k\| \|(A|_{\mathbb{[-N,N]} - \lambda I})^{-1}\| \|(y - u)|_{\mathbb{[-N,N]}\|_\infty
\]
\[
+ |\lambda|^n \|v_{\varepsilon_1} + \cdots + 2^{n-2}s_{\varepsilon_n} + 2^n N\|
\]
\[
+ \sum_{s=0}^{n-1} |\lambda|^{n-1-s} \|A T_{s+1} \cdots A_{s+1} e_k\| \|(u - y)_{\varepsilon_{s+1} + \cdots + 2^{n-1-s}_{\varepsilon_n} + 2^n N}\|.
\]
Recall the notation $\|A^n\|_p$ for $A = \{A_0, A_1\}$. Since $\|y - u\|_p < \Delta$, by the choice of $\Delta$ we have
\[
\left\{ \sum_{\varepsilon_1, \cdots, \varepsilon_n} \|A T_{\varepsilon_1 \cdots \varepsilon_n} e_k\|_p \right\} \leq \|(AT)^n\|_p \|(A|_{\mathbb{[-N,N]} - \lambda I})^{-1}\|(2N + 1)\|y - u\|_p
\]
\[
+ |\lambda|^n N \|v\|_p + \sum_{s=0}^{n-1} |\lambda|^{n-1-s} \|(AT)^s\|_p N \|u - y\|_p
\]
\[
\leq \frac{1}{2N^2} \|(AT)^n\|_p + |\lambda|^n N \|v\|_p + N \Delta \sum_{s=0}^{n-1} |\lambda|^{n-1-s} \|(AT)^s\|_p.
\]
Note that for $A \in \mathbb{C}^{N \times N},$
\[
\|A\| = \max_{0 \leq i \leq N-1} \|A_i T\|_1 \leq N \max_{0 \leq k \leq N-1} \|A e_k\|_\infty \leq N \sum_{k=0}^{N-1} \|A e_k\|_\infty.
\]
Then we take the summation over $k \in \{0, \cdots, N - 1\}$ and obtain
\[
\|(AT)^n\|_p \leq N \sum_{k=0}^{N-1} \left\{ \sum_{\varepsilon_1, \cdots, \varepsilon_n} \|A T_{\varepsilon_1 \cdots \varepsilon_n} e_k\|_p \right\}^{1/p}
\]
\[
\leq \frac{1}{2} \|(AT)^n\|_p + \frac{C}{2} |\lambda|^n + N^3 \Delta \sum_{s=0}^{n-1} |\lambda|^{n-1-s} \|(AT)^s\|_p.
\]
Here $C$ is a positive constant independent of $n \in \mathbb{N}$. It follows that for $n \in \mathbb{N},$
\[
(3.5) \quad \|(AT)^n\|_p \leq C |\lambda|^n + 2N^3 \Delta \sum_{s=0}^{n-1} |\lambda|^{n-1-s} \|(AT)^s\|_p.
\]
This estimate also holds for $p = \infty.$

By our choice of $\Delta,$
\[
2N^3 \Delta \leq \frac{\sigma - |\lambda|}{2}.
\]
Thus, the sequence $\{(AT)^n\}_p$ satisfies (3.1). By Lemma 3,
\[
\rho_p(A) = \rho_p(AT) = \lim_{n \to \infty} \|(AT)^n\|_p^{1/n} \leq \sigma < r_p(S_a).
\]
This is a contradiction to (2.9).

Therefore, the range of $S_a - \lambda I$ is not dense, and $\lambda$ is in the residual spectrum of $S_a$ in $\ell_p(\mathbb{Z}).$ The proof of Theorem 2 is complete. \qed
Recall (2.4). Then $\sigma(S_a)_p = \sigma(S_{a(-k_0)})_p$ for $1 \leq p \leq \infty$ and any $k_0 \in \mathbb{Z}$. Thus, to see the proof of Theorem 1, we can assume that $a$ is supported in $[0, N]$. Since $\sigma(S_a)_p$ is contained in $\{ \lambda \in \mathbb{C} : |\lambda| \leq r_p(S_a) \}$ and is compact, Theorem 2 tells us immediately that

$$\sigma(S_a)_p = \{ \lambda \in \mathbb{C} : |\lambda| \leq r_p(S_a) \}$$

is a closed disc centered at the origin. Hence Theorem 1 holds true.
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