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Abstract. In this paper we consider the long time behavior of solutions of the initial value problem for semi-linear wave equations of the form

\[ u_{tt} + a|u_t|^{m-1}u_t - \Delta u = b|u|^{p-1}u \quad \text{in } [0, \infty) \times \mathbb{R}^n. \]

Here \(a, b > 0\).

We prove that if \(p > m \geq 1\), then for any \(\lambda > 0\) there are choices of initial data from the energy space with initial energy \(E(0) = \lambda^2\), such that the solution blows up in finite time. If we replace \(b|u|^{p-1}u\) by \(b|u|^{p-1}u - q(x)u_t\), where \(q(x)\) is a sufficiently slowly decreasing function, an analogous result holds.

1. Introduction and background

Suppose that \(f\) is a continuous real valued function defined on \(\mathbb{R}^n \times \mathbb{R}^1\) and \(u, v_0\) are “nice” functions defined on \(\mathbb{R}^n\) in a sense to be made precise below. Suppose also that \(0 < T < +\infty\).

There is extensive literature on the question of the long time existence-global nonexistence of solutions initial value problem

\[
\begin{align*}
(1.1) \quad &u_{tt} - \Delta u = f(x, u), \quad (t, x) \in [0, T) \times \mathbb{R}^n, \\
(1.2) \quad &u(0, x) = u_0(x), \quad u_t(0, x) = v_0(x), \quad x \in \mathbb{R}^n.
\end{align*}
\]

(The supremum of all \(T\)’s for which the solution exists on \([0, T) \times \mathbb{R}^n\) is called the lifespan of the solution of \((1.1)\). We denote this number by \(T_{\max}\). We say the solution is global if \(T_{\max} = +\infty\) while it is nonglobal if \(T_{\max} < +\infty\). If \(0 < T_{\max} < +\infty\) we say that the solution blows up in finite time. See \(\Pi\).)

See for example \([20]\) and the papers cited therein. Some relevant earlier papers include \([3, 8]\). The forcing term \(f\), of primary interest is the function \(f(x, u) = |u|^{p-1}u - \mu^2u\) when \(p > 1\). We refer to the case \(\mu = 0\) as the mass free case and the case \(\mu \neq 0\) as the mass case. A special case of the abstract result of \([8]\) applied to \((1.1), (1.2)\) states the following:

Theorem 1. Suppose that there is \(\epsilon > 0\) such that for all possible real values of \(x, u\) we have \(uf(x, u) \leq (2 + \epsilon)F(x, u)\) where \(F_u(x, u) = f(x, u)\). Suppose further
that for some $T > 0$ (1.1), (1.2) has a solution. Assume that the initial energy

$$E(0) = \frac{1}{2} \int_{\mathbb{R}^n} |\nabla u_0(x)|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^n} v_0^2(x) - \int_{\mathbb{R}^n} F(x, u_0(x)) \, dx$$

is negative. Then $T_{max} < +\infty$. (The initial data are taken to be such that every integral in (1.3) is absolutely convergent.)

The principle extension of this result relevant to this paper is due to Straughan [19]. He proved that if

$$0 \leq E(0) \leq \frac{(u_0, v_0)_{L^2(\mathbb{R}^n)}}{\|u_0\|_{L^2(\mathbb{R}^n)}}$$

and

$$(u_0, v_0)_{L^2(\mathbb{R}^n)} \geq 0$$

where $(u_0, v_0)_{L^2(\mathbb{R}^n)}$ denotes the scalar product in $L^2(\mathbb{R}^n)$, then the conclusion of Theorem 1 continues to hold. Some further sharpening of this result is possible in the mass case using the ideas of [17] for bounded domains. We shall describe this situation more precisely below. Like the result of [8], the result of [19] has an abstract formulation in Hilbert space.

There is of course much more to this business than we have indicated here. For example, there are many related results in bounded domains [3, 5, 17, 22], as well as for abstract problems [8, 9, 22].

However until recently there has been very little work on the question of global existence and global nonexistence for solutions of the initial value problem for semilinear wave equations which also have damping terms present. Indeed, to our knowledge, the first extensions of Theorem 1 to equations which include linear damping terms ($m = 1$) and nonlinear sources were given in [8] by means of “concavity arguments”. The most general such abstract result is contained in the following theorem [9]:

Suppose $H$ is a Hilbert space with inner product $(\cdot, \cdot)$, where $D_A, D_{A_1}, D_P$ are densely defined subspaces on which self-adjoint linear operators $P : D_P \to H$, $A : D_A \to H$ and $A_1 : D_{A_1} \to H$ are given. Let $D$ be a fourth subspace of $H$ and $F$ be a gradient operator from $D$ into its dual $D^\prime$, i.e., there is a potential $\mathcal{F} : D \to C$ (or $R$) such that

$$\mathcal{F}'(x) \cdot y = (F(x), y)_D,$$

where $\mathcal{F}'$ denotes the Fréchet derivative of $\mathcal{F}$ and $(\cdot, \cdot)_D$ is the natural pairing in $D$. Let $(Px, x) > 0$ for $x \neq 0$, $(Ax, x) \geq 0$ and $(A_1x, x) \geq 0$ in the appropriate operator domain. In [9] the following result was established:

**Theorem 2.** If $u(\cdot)$ is a solution of

$$Pu_{tt} + A_1u_t + Au - F(u) = 0,$$

$$u(0) = u_0, \quad u_t(0) = v_0,$$

with $u(t) \in D \cap D_A \cap D_P$, $u_t(t) \in D_{A_1} \cap D_P$ and $u_{tt}(t) \in D_P$ for $t \in [0, T)$, $T \leq \infty$, and with negative initial energy $E(0)$, i.e., with

$$E(0) \equiv \frac{1}{2}(v_0, P v_0) + \frac{1}{2}(u_0, A u_0) - \mathcal{F}(u_0) < 0,$$
then $T$ is necessarily finite provided that $F$ satisfies the following structure condition: There is a number $\alpha > 0$ such that

$$(F(x), x)_D \geq (4\alpha + 2)F(x)$$

for all $x \in D$.

Specifically, instead of (1.1), (1.2), we have in mind initial value problems of the form

$$(1.8) \quad u_{tt} + Q(t, x, u_t) - \Delta u = f(x, u), \quad (t, x) \in [0, \infty) \times \mathbb{R}^n,$$

$$(1.9) \quad u(0, x) = u_0(x), \quad u_t(0, x) = v_0(x), \quad x \in \mathbb{R}^n.$$

Here it is assumed that $vQ(t, x, v) \geq 0$, $Q(t, x, 0) = f(0) = 0$ and $f(x, u) \sim u|u|^{p-2}$ for large $|u|$.

However, the interaction between the nonlinear damping and source terms creates difficulties which were overcome, for a bounded domain with Dirichlet boundary conditions, by Georgiev and Todorova [2]. The abstract version was studied by Levine and Serrin [13] and by Levine, Pucci and Serrin [12]. Thereafter, in a series of papers the same technique was used in studying the behaviour of solutions of related equations (see Ono [16]).

Indeed, several authors (see Ikehata [4], Obata [15], Vitillaro [27]) applied the Payne and Sattinger potential well arguments [17] for (1.8)-(1.9) in the bounded domain case.

In this paper we shall consider the following simple prototype of (1.8)-(1.9), namely

$$(1.10) \quad u_{tt} + a|u_t|^{m-1}u_t - \Delta u = f(x, u), \quad (t, x) \in [0, \infty) \times \mathbb{R}^n,$$

$$(1.11) \quad u(0, x) = u_0(x), \quad u_t(0, x) = v_0(x), \quad x \in \mathbb{R}^n,$$

where $f(x, u) = |u|^{p-1}u - q(x)^2u$ and $q(x)$ is a locally bounded measurable function on $\mathbb{R}^n$.

Insofar as local existence is concerned, we have for (1.10)-(1.11):

**Theorem 3** (Local existence). Suppose that $1 \leq p < n/(n-2)$ if $n > 2$ or $1 \leq p$ if $n = 1, 2$. Then, for any compactly supported data

$$(1.12) \quad u_0 \in W^{1,2}(\mathbb{R}^n), \quad v_0 \in L^2(\mathbb{R}^n),$$

the Cauchy problem (1.10)-(1.11) has a unique solution such that

$$u(t, x) \in C([0, T); W^{1,2}(\mathbb{R}^n)),$$

$$u_t(t, x) \in C([0, T); L^2(\mathbb{R}^n)) \cap L^{m+1}([0, T) \times \mathbb{R}^n)$$

for sufficiently small $T > 0$.

This result follows from the corresponding theorem in bounded domains [2] in view of the finite speed of propagation principle.

More recently and independently, in [11], [23], [24] the following result was established for the Cauchy problem (1.10)-(1.11):

**Theorem 4.** Assume that $u_0, v_0$ belong to $H^1(\mathbb{R}^n)$ and $L^2(\mathbb{R}^n)$ and have compact support. Let $f(x, u) = b|u|^{p-1}u - \mu^2u, \mu^2 \geq 0$.

(a) If $1 \leq m < p$, then every local solution is global. (This is also contained in [21].)
(b) If \( \mu = 0, \mathcal{E}(0) < 0 \) and \( p > m > np/(n + p + 1) \), then the local solution blows up in finite time.

(c) If \( \mu = 0, \mathcal{E}(0) < 0, (u_0, v_0)_{L^2(\mathbb{R}^n)} \geq 0 \) and \( 1 \leq m \leq np/(n + p + 1) \), then the local solution blows up in finite time.

(d) If \( \mu^2 > 0, \mathcal{E}(0) < 0 \) and \( p > m > 1 \), then the local solution blows up in finite time.

Remark 1. As a matter of fact, in [23], [24] when \( \mu \neq 0 \), the following result was proved: If \( \mu^2 = q^2(x) \) is a locally bounded, measurable function on \( \mathbb{R}^n \) which satisfies

\[
q(x) \geq s(1 + |x|)^{-\eta},
\]

where \( s > 0 \) and

\[
0 \leq \eta \leq \frac{(p - 1)m}{2(p - m)},
\]

then the conclusion of Theorem 4(d) holds, i.e. the solution blows up in finite time for all negative initial energy.

This result shows that both nonlinear damping and the stabilisation term \( \mu^2 u \) are insufficient to prevent the blow up effect of the source for all negative initial energy \( \mathcal{E}(0) \) in the Cauchy problem (1.10)-(1.11). Therefore, this result and the blow-up result of Levine in the case of linear damping [8] indirectly show that no condition other than \( 1 < m < p \) should be needed to guarantee the blow-up of the solution in Theorem 4(c), i.e. the restrictions for the initial energy \( \mathcal{E}(0) \) and \( m \) in Theorem 4(c) are method driven. Nevertheless, since there is currently no direct proof of this we do not remove the restrictions in Theorem 4(c).

Therefore, to insure that the solution in Theorem 4(c) blows up when \( m < np/(n + p + 1) \), the initial energy \( \mathcal{E}(0) \) should be sufficiently negative. More precisely, there is some critical number \( -\mathcal{E}^* < 0 \) depending only on \( n, m, p, L \), where \( L \) is a support radius for the initial data \( u_0, v_0 \), such that when \( \mathcal{E}(0) < -\mathcal{E}^* \) the solution blows up in finite time. For the other cases, (b) and (d) in Theorem 4, however, we have \( \mathcal{E}^* = 0 \).

In order to deal efficiently with both cases (b), (c) simultaneously, let us define the following quantity to be employed in the sequel

\[
\mathcal{E}_{cr} = \begin{cases} 
0 & \text{if } m > np/(n + p + 1), \\
-\mathcal{E}^* & \text{if } m \leq np/(n + p + 1).
\end{cases}
\]

Next, we turn our attention to the case of positive initial energies, which, as remarked above, is the principle focus of this paper.

For the case of linear damping (\( m = 1 \)) global nonexistence for the abstract evolution equations with positive initial energy was treated by Pucci and Serrin [18].

The following results are to be found in [25], [26]. These results are for the mass case (\( \mu \neq 0 \)). To describe them, we can, without loss, take \( \mu = 1 \).

Following the ideas of the “potential well” theory introduced by Payne and Sattinger [17] (for \( \mu = 0 \)), we observe that in \( \mathbb{R}^n \) the so-called depth \( d \) of the potential well becomes zero (see Nakao and Ono [24]). One of the possible ways to overcome this difficulty is as follows.
We define the functional
\[ J(\phi) = \frac{1}{2} \| \nabla \phi \|^2 + \frac{1}{2} \| \phi \|^2 - \frac{1}{p+1} \| \phi \|^{p+1} \]
for \( \phi \in W^{1,2}(\mathbb{R}^n) \). In this case the “potential depth”, given by
\[ d = \inf_{\lambda \in \mathbb{R}} \{ \sup_{x \in \mathbb{R}} J(\lambda \phi); \phi \in W^{1,2}(\mathbb{R}^n) \setminus \{ 0 \} \}, \]
becomes positive [25]. Then for the Cauchy problem (1.10)-(1.11) with \( q(x) = 1 \), we are able to define stable and unstable sets.

Denote
\[ W^i \equiv \{ \phi \in W^{1,2}(\mathbb{R}^n) \mid \mathcal{K}(\phi) > 0, \ J(\phi) < d \} \cup \{ 0 \} \]
and
\[ W^c \equiv \{ \phi \in W^{1,2}(\mathbb{R}^n) \mid \mathcal{K}(\phi) < 0, \ J(\phi) < d \}, \]
where
\[ \mathcal{K}(\phi) = \| \nabla \phi \|^2 + \| \phi \|^2 - \| \phi \|^{p+1}. \]

The following theorem holds [20]:

**Theorem 5.** Assume the hypotheses of the local existence Theorem 3 are in force and let \( u(t, x) \) be a local solution of the Cauchy problem (1.10)-(1.11) on \([0, T_{\text{max}}]\), with \( f(x, u) = b|u|^{p-1}u - u \) and \( 1 < m < p \). Then,

(a) If there exists a positive number \( t_0 \in [0, T_{\text{max}}) \) such that \( u(t_0, \cdot) \in W^i \), and \( \mathcal{E}(t_0) < d \), the solution is global in time and \( u(t, \cdot) \in W^i \) for \( t \geq t_0 \).

(b) If, in addition to the assumptions in (a) we have \( 1 < m < \min\{p, \frac{2}{n}+1\} \). Then the global solution of the Cauchy problem (1.10)-(1.11) satisfies the following decay estimate:
\[ \mathcal{E}(t) \leq C(1 + t)^{-\frac{2-n}{m-1}}. \]

(c) If there exists a number \( t_0 \in [0, T_{\text{max}}) \) such that \( u(t_0, \cdot) \in W^c \), and \( \mathcal{E}(t_0) < d \), then \( u(t, \cdot) \in W^c \) for \( t_0 \in [0, T_{\text{max}}) \) and the solution blows up in finite time, i.e. \( T_{\text{max}} < +\infty \).

The mass free case is more difficult to treat since the potential depth \( d \) is zero. In this paper we develop a method to treat the mass free case. Utilizing this we are able to show that for arbitrarily large values of the initial energy, there are choices of initial data \( u_0, v_0 \) for which the solution blows up in finite time. In the mass case, this method allows us to consider even the more complicated problem involving a decaying mass \( q(x)^2u \), where \( q(x) \) satisfies the conditions given in Remark 1.

In particular, when \( q(x) = \mu > 0 \), we obtain an unstable set for the data in the mass case. A natural question arises: What is the relation between this unstable set and the unstable set which was found by the potential well method in [25], [26]? In fact, the two unstable sets are equivalent, in the sense that all solutions which begin, in zero time, from data belonging in either set, enter the unstable set
\[ W^c \equiv \{ \phi \in W^{1,2}(\mathbb{R}^n) \mid \mathcal{K}(\phi) < 0, \ J(\phi) < d \} \]
in finite time.
2. The Blow Up Theorems

We are now in a position to state the main theorems of this paper:

**Theorem 6.** Consider the initial value problem

\[(2.1) \quad u_t + a|u|^{m-1}u_t - \Delta u = b|u|^{p-1}u - q(x^2)u, \quad (t,x) \in [0,\infty) \times \mathbb{R}^n,\]

\[(2.2) \quad u(0,x) = u_0(x), \quad u_t(0,x) = v_0(x), \quad x \in \mathbb{R}^n,\]

with \(a, b > 0\). Let \(\lambda > 0\) be given, \(1 \leq m < p\), where \(p\) is as in Theorem 5. Then there exist \(u_0 \in W^{1,2}(\mathbb{R}^n)\) and \(v_0 \in L_2(\mathbb{R}^n)\) with compact support, such that \(\mathcal{E}(0) = \lambda^2\) and

(a) If \(q(x) \neq 0\) and the conditions \([1.13] - [1.14]\) for the decay rate of \(q(x)\) are fulfilled, then the solution of the Cauchy problem \((2.1) - (2.2)\) is not global.

(b) If \(q(x) = 0\) and either \(m = 1\) or \(1 < m < p\) and \(m > p - 2\), the solution of \((2.1) - (2.2)\) is not global.

**Remark 2.** It is easy to see that the lower bound \(m > p - 2\) in part (b) contains no further restriction on \(m\) except when \(n = 1, 2\), because, for \(n \geq 3\), one has \(p \leq n/(n - 2) \leq 3\).

The idea of the proof is the following: We shall show under the stated hypotheses that there is initial data with prescribed positive initial energy \(\mathcal{E}(0)\) such that the energy \(\mathcal{E}(t)\) becomes sufficiently negative in finite time. Then we apply Theorem 4.

The case \(m = 1\) can be established independently by means of an extension of Theorem 2 namely

**Theorem 7.** Let the hypotheses on \(A, A_1, P, F(\cdot)\) of Theorem 2 be in force. Suppose the following additional condition on the nonlinearity holds:

[R] There exists \(u_0 \in D \cap D_A \cap D_P\), \(u_0 \neq 0\), with the property that \(\mathcal{J}(\sigma u_0) < 0\) for \(\sigma > 0\) and \(\liminf_{\sigma \to +\infty} \sigma^{-\alpha-2}\mathcal{J}(\sigma u_0) > 0\) where

\[\mathcal{J}(u_0) = \frac{1}{2}\langle u_0, A_0 \rangle - \mathcal{F}(u_0).\]

Let \(\lambda^2 \geq 0\) be given. Then there exist \(u_0 \in D \cap D_A \cap D_P\) and \(v_0 \in D_{A_1} \cap D_P\) such that if \(u(\cdot)\) is a solution of \((1.5)\) with \(u(t) \in D \cap D_A \cap D_P\) and \(u_t(t) \in D_{A_1} \cap D_P\) for \(t \in [0,T]\) and \(\mathcal{E}(0) = \lambda^2\), then \(T_{\text{max}}\) is necessarily finite.

3. Proofs

We shall first prove Theorem 7. Then we shall prove Theorem 5 with \(q(x) = 0\). The proof for \(q(x) \neq 0\) follows from an easy modification of the proof when \(q(x) = 0\), as we shall see.

**Proof of Theorem 7.** We extend an argument of Straughan, [19], which in turn was an extension of the concavity method as applied in [9] to the functional

\[(3.1) \quad s(t) \equiv (u(t), Pu(t)) + \int_0^t (u(\tau), A_1 u(\tau)) d\tau + (T_0 - t)(u_0, A_1 u_0),\]

where \(T_0 > 0\) is to be chosen later. Let us assume that \(u(\cdot)\) is global and that \(t \leq T_0\). It is not hard to show that

\[(3.2) \quad s''(t)s(t) - (\alpha + 1)(s'(t))^2 \geq -2(2\alpha + 1)\lambda^2 s(t)\]
where \( \lambda^2 \equiv E(0) > 0 \) is given in (1.1) (see [9]). If we assume that \((u_0, P_{v_0}) > 0\), then \( s'(t) > 0 \) on some small interval \([0, \tau]\), say. After multiplying both sides of (3.2) by \( s^{-2\alpha-1}(t)s'(t) \) and a quadrature we find that on \([0, \tau]\)

\[
(s'(t))^2 \geq 8\lambda^2s(t) + [(s'(0))^2 - 8\lambda^2s(0)]\left(\frac{s(t)}{s(0)}\right)^{2\alpha+2}.
\]

(3.3)

If the quantity in brackets on the right is positive, then \( s'(t) \) cannot change sign and hence (3.3) holds on \( J \equiv [0, T_0) \). Therefore

\[
I(T_0) \equiv \int_{s(0)}^{s(t)} \left[ 8\lambda^2 + \left[ (s'(0))^2 - 8\lambda^2s(0) \right] \left( \frac{s}{s(0)} \right)^{2\alpha+2} \right] ds > t
\]

on \( J \). We will be done if we can find \( T_0 \) such that \( T_0 > I(T_0) \), since then \( T_0 \geq I(T_0) \geq T_{\text{max}} \geq t \). The integral on the left is impossible to evaluate. However, it can be appropriately estimated from above, since

\[
I(T_0) \leq \left[ (s'(0))^2 - 8\lambda^2s(0) \right]^{-1/2} \int_{s(0)}^{\infty} \left( \frac{s}{s(0)} \right)^{-\alpha-1} ds.
\]

(3.4)

We will be done if

\[
[(s'(0))^2 - 8\lambda^2s(0)]^{-1/2} \frac{s(0)}{\alpha} \leq T_0.
\]

That is to say, we will be done if we can find \( u_0, v_0 \) such that

\[
(u_0, P_{v_0}) > \sqrt{2\lambda}[(u_0, Pu_0) + T_0(u_0, A_1u_0)]^{1/2},
\]

(3.5)

\[
(u_0, Pu_0)^2 \leq 4\alpha^2T_0^2\{(u_0, P_{v_0})^2 - 2\lambda^2[(u_0, Pu_0) + T_0(u_0, A_1u_0)]\}.
\]

(3.6)

Clearly if \( \lambda^2 = 0 \) it is easy to find initial data such that (3.5) and (3.6) both hold.

To show that it is possible to satisfy both (3.5) and (3.6) when \( \lambda^2 > 0 \), we assume that \( J(u_0) < 0 \) and set \( v_0 = \sigma u_0 \) where \( \sigma > 0 \) and where

\[
\sigma^2 = 2(\lambda^2 - J(u_0))/(u_0, Pu_0).
\]

Then conditions (3.5) and (3.6) become respectively

\[
0 > (u_0, A_1u_0)T_0 + (u_0, Pu_0)J(u_0),
\]

(3.7)

\[
(u_0, Pu_0)^2 \leq 4\alpha^2T_0^2\{-2(u_0, Pu_0)J(u_0) - (u_0, A_1u_0)T_0\}.
\]

(3.8)

If \( (u_0, A_1u_0) = 0 \), both of these hold when \( T_0 \) is large enough. If \( (u_0, A_1u_0) > 0 \), then the cubic on the right of (3.8) will be maximized when \( J(u_0) < 0 \) and

\[
T_0 = -4J(u_0)(u_0, Pu_0)/3(u_0, A_1u_0).
\]

For this value of \( T_0 \) the equation (3.7) holds automatically, while the second inequality will hold in this (optimal) case if and only if

\[
\frac{1}{2}\left(\frac{3}{4}\right)^3 \leq \alpha^2\frac{[J(u_0)]^3(u_0, Pu_0)}{(u_0, A_1u_0)^2}.
\]

Then by replacing \( u_0 \) by \( \theta u_0 \), letting \( \theta \) become large and using condition [R], we see that we can find \( u_0 \) such that this last condition and hence (3.5) and (3.6) hold for prescribed \( E(0) \geq 0 \).

Proof of Theorem [7] the case \( q(x) = 0 \). We will take \( a = b = 1 \) for convenience. Our argument is unaffected by this restriction as the reader will easily see. Suppose
to the contrary that for given $E(0) > 0$, $u(\cdot)$ is a global solution of (2.1)-(2.2). Then, from energy identity we have

$$E(0) - E(t) = \int_0^t \|u_\eta\|_{m+1}^{m+1} \, d\eta$$

for all $t \in [0, +\infty)$, where $E(t) \equiv \frac{1}{r} \|\nabla u\|_2^2 + \frac{2}{p+1} \|u_t\|_2^2 - \frac{1}{p+1} \|u\|_{p+1}^{p+1}$.

It suffices to find $\tilde{t}$ such that

$$\int_0^{\tilde{t}} \|u_\eta\|_{m+1}^{m+1} \, d\eta > E(0) - \mathcal{E}_{cr}.$$  

Then from the energy identity we have $\mathcal{E}_{cr} > \mathcal{E}(\tilde{t})$ and we can apply Theorem 4 to obtain the nonexistence result.

We decompose the solution $u$ into linear and nonlinear terms as follows:

$$u = w + v,$$

where

$$0 = w_{tt} - \Delta w, \quad (t, x) \in [0, \infty) \times \mathbb{R}^n,$$

$$w(0, x) = u_0(x), \quad w_t(0, x) = v_0(x), \quad x \in \mathbb{R}^n,$$

and

$$v_{tt} - \Delta v = b|u|^{p-1}u - q(\xi)^2u - a|u_t|^{m-1}u \equiv F(x, t), \quad (t, x) \in [0, \infty) \times \mathbb{R}^n,$$

$$v(0, x) = 0, \quad v_t(0, x) = 0, \quad x \in \mathbb{R}^n.$$

The idea of the proof is to show, as remarked above, that for appropriate data the total energy falls below $\mathcal{E}_{cr}$ in finite time. We use negative Sobolev norms to accomplish this. First, we will need a good lower bound on $\mathcal{E}_{cr}$ to do this, we first observe from Hölder’s inequality and the finite speed of propagation property of solutions of (2.2) that

$$\|u_t\|_2 \leq C(t + L)^{n/q}\|u_t\|_{m+1},$$

where $1/q + 1/(m + 1) = 1/2$. Additionally, we need the inequality

$$\|u_t\|_2 \geq C\|u_t\|_{H^{-\frac{s}{2}}(\mathbb{R}^n)} \equiv C\|u_t\|_{H^{-s}},$$

for some $C = C(s, n)$, which is valid if $s/n \geq 0$. Combining these with the decomposition of the solution (3.9), we have

$$[(t + L)^{n/q}\|u_t\|_{m+1}]^{m+1} \geq \|u_t\|_2^{m+1} \geq C[\|w_t\|_{H^{-\frac{s}{2}}} - \|v_t\|_{H^{-s}}],$$

where $C$ is another computable constant. This gives us the desired lower bound for $\|u_t\|_{m+1}$ on any interval $[0, T)$ of fixed, finite length, $T \leq L$ say, provided we can find good estimates for the terms on the extreme right-hand side of (3.14). We now proceed to estimate these terms.

We obtain, in turn,

1. an estimate for $\|u_t\|_{H^{-s}}^{m+1}$ from below.
2. an estimate for $\|v_t\|_{H^{-s}}^{m+1}$ from above. This estimate is based on the next estimate 3.
3. an estimate for $E(t) \equiv \|\nabla u\|_2^2 + \|u_t\|_2^2$ from above.
These estimates hold for a small time interval. Using them, we are able to estimate the rate of decrease of the energy $\mathcal{E}(t)$ from below in this time interval. Then, we show that for any initial energy $\mathcal{E}(0)$ we can choose $v_0, u_0$ with this initial energy such that for some $t_0$ in the above time interval, the energy $\mathcal{E}(t_0) < \mathcal{E}_{cr}$. Then an application of Theorem 1 for blow-up of solutions for energies $\mathcal{E}(t_0) < \mathcal{E}_{cr}$ enables us to complete the proof.

We begin with the linear term $w$. In terms of the Fourier transform variable $\xi$, we can write the solution of the free equation \((3.10)-(3.11)\) as follows:

\[
(3.15) \quad \hat{w}(\xi, t) = \cos(t|\xi|)\hat{u}_0(\xi) + \frac{\sin(t|\xi|)}{|\xi|} \hat{v}_0(\xi).
\]

Computing $\hat{w}_t$, squaring, and using the inequalities $(a+b)^2 \geq a^2/2 - b^2$, $\sin^2 \alpha \leq \alpha^2$ and $\cos^2 \alpha \geq 1 - 2\alpha^2$, we find that

\[
|\hat{w}_t|^2(t, \xi) \geq \frac{1}{2} |\hat{v}_0(\xi)|^2 t^2 |\xi|^2 |\hat{u}_0(\xi)|^2 + |\hat{v}_0(\xi)|^2.
\]

We have after multiplying by $(1 + |\xi|^2)^{-s}$ for $s > 2$, and integrating over $\xi \in \mathbb{R}^n$

\[
(3.16) \quad \|w_t\|_{H^{-s}}^2 + S(L, n) t^2 E(0) \geq \frac{1}{2} \|v_0\|_{H^{-s}}^2,
\]

for some appropriate $S(L, n) > 1$. Raising both sides of this inequality to the $(m + 1)/2$ power, we find for some suitable $C > 0$,

\[
(3.17) \quad \|w_t\|_{H^{-s}}^{m+1} \geq C[\|v_0\|_{H^{-s}}^{m+1} - t^{m+1} E^{(m+1)/2}(0)].
\]

We turn next to the second term. Taking the $H^{-s}$ scalar product of both sides of \((3.12)\) with $v_t$ it follows in the usual manner that there is a constant $C$ such that

\[
(3.19) \quad \|v_t\|_{H^{-s}} \leq C \int_0^t \|F(\cdot, \eta)\|_{H^{-s}} d\eta
\]

where $F$ is defined in \((3.12)\). We have that $\|g\|_{H^{-s}} \leq C\|g\|_r$ as long as $r \leq 2$ and $s \geq n(1/r - 1/2)$. We use this estimate twice, once with $g = u|u|^{p-1}$ and $r = 2$ and once with $g = u_t|u_t|^{m-1}$ and $r = (m+1)/m$, in the inequality

\[
(3.20) \quad \|F(\cdot, t)\|_{H^{-s}} \leq \|u|u|^{p-1}\|_{H^{-s}} + \|u_t|u_t|^{m-1}\|_{H^{-s}}.
\]

Now we choose $s > \max\{2, \frac{n(m-1)}{2(m+1)}\}$. We obtain

\[
(3.21) \quad \|F(\cdot, t)\|_{H^{-s}} \leq C(\|u\|_{2p}^p + \|u_t\|_{m+1}^m) \leq C[(L + t)^p \|\nabla u\|_2^p + \|u_t\|_{m+1}^m],
\]

with $p_n \equiv (n - (n-2)p)/2p$, which is strictly positive for $n > 2$ in view of our restrictions on $p$. In the above estimate we used the finite propagation speed property of the solution and the Hölder and Poincaré inequalities after noting that $2p \leq 2n/(n-2)$ for $n > 2$.

After integrating both sides of \((3.21)\) and using the Hölder inequality with respect to $t$ in the integral $\int_0^t \|u_t\|_{m+1}^m d\eta$, we obtain,

\[
\int_0^t \|F(\cdot, \eta)\|_{H^{-s}} d\eta \leq \left[(L + t)^{p_n} \int_0^t E^{p/2}(\eta) d\eta + t^{1/(m+1)} \left(\int_0^t \|u_t\|_{m+1}^m d\eta\right)^{m/(m+1)}\right].
\]
Notice that for our problem, \( E(t) \geq \mathcal{E}(t) \). Since we are assuming that \( \mathcal{E}(t) \geq \mathcal{E}_{cr} \), we have

\[
\int_0^t \| u_\eta \|_{m+1}^{m+1} \, d\eta = \mathcal{E}(0) - \mathcal{E}(t) \leq E(0) - \mathcal{E}_{cr}
\]

and consequently (as long as \( t \leq L \), say)

\[
(3.22) \quad \int_0^t \| F(\cdot, \eta) \|_{H^{-s}} \, d\eta \leq C(L) \left[ \int_0^t E^{p/2}(\eta) \, d\eta + t^{1/(m+1)}(E(0) - \mathcal{E}_{cr})^{m/(m+1)} \right].
\]

In order to complete our estimate for \( \| v_t \|_{H^{-s}} \), we will need an upper bound for \( E(t) \) which we obtain as follows: We have

\[
(3.23) \quad E'(t) \leq (u_t, u|u|^{p-1}) \leq C \| u_t \|_2 \| u \|_{2p}^p
\]
\[
\leq C(L + t)^{p_n} \| u_t \|_2 \| \nabla u \|_{2}^p \leq C(L + t)^{p_n} E^{(p+1)/2}(t),
\]

where the constant \( C \) changes as we move from left to right.

Let \( t < L \). From (3.23) and a quadrature, we obtain

\[
E(t) \leq \frac{E(0)}{1 - CE(0)(p-1)/2), (p-1).}
\]

We see that there exists \( T_1 = C(p, n, L)E^{-(p-1)/2}(0) \) such that as long as \( t < T_m = \min\{L, T_1\} \) we have \( E(t) \leq 2E(0) \).

Combining these observations with (3.19) and (3.22), we find that for \( t \in [0, T_m) \)

\[
(3.24) \quad \| v_t \|_{H^{-s}}^{m+1} \leq C(m, n, p, L) \left[ t^{m+1} E^{p(m+1)/2}(0) + t[E(0) - \mathcal{E}_{cr}]^{m} \right].
\]

Let \( C_1 = \max(1, C(m, n, p, L)) \). Using (3.18) and (3.24) we have, for some computable constant \( C \) and \( t \in [0, T_m) \)

\[
(3.25) \quad \| u_t \|_{m+1}^{m+1} \geq C \left[ \| v_0 \|_{H^{-s}}^{m+1} - C_1 t^{m+1} E^{p(m+1)/2}(0) \right.
\]
\[
- \left. t^{m+1} E^{(m+1)/2}(0) - C_1 t[E(0) - \mathcal{E}_{cr}]^{m} \right].
\]

From now on, we require that \( E(0) > 1 \). Then we have \( C_1 t^{m+1} E^{p(m+1)/2}(0) \geq t^{m+1} E^{(m+1)/2}(0) \) and the above inequality may be weakened to

\[
(3.26) \quad \| u_t \|_{m+1}^{m+1} \geq C \left[ \| v_0 \|_{H^{-s}}^{m+1} - 2C_1 t^{m+1} E^{p(m+1)/2}(0) - C_1 t[E(0) - \mathcal{E}_{cr}]^{m} \right],
\]

which holds for \( t \in [0, T_m) \).

Integrating both sides of this inequality we obtain

\[
(3.27) \quad \int_0^t \| u_\eta \|_{m+1}^{m+1} \, d\eta \geq C t \left[ \| v_0 \|_{H^{-s}}^{m+1} - \left( \frac{2C_1}{m+2} \right) t^{m+1} E^{p(m+1)/2}(0) - \frac{C_1}{2} t[E(0) - \mathcal{E}_{cr}]^{m} \right]
\]

for \( t \in [0, T_m) \). If we can find \( t \in [0, T_m) \) and \( t > (E(0) - \mathcal{E}_{cr})^{-p(m+1)/2m} (0) \), then

\[
t^{m+1} E^{p(m+1)/2}(0) \geq t[E(0) - \mathcal{E}_{cr}]^{m}.
\]
Consequently for such values of $t$ we have, from (3.27),
\begin{equation}
(3.28) \quad \int_{t_0}^t \|u_\eta\|_{m+1}^{m+1} \, d\eta \geq C_{\eta} \left[ \|v_0\|_{m+1}^{m+1} - \left( \frac{(m+6)C_1}{2(m+2)} \right) t^{m+1} E^{p(m+1)/2}(0) \right].
\end{equation}

We set $t_1 = \|v_0\|_{m+1}^{m+1} - \left( \frac{(m+6)C_1}{2(m+2)} \right) t^{m+1} E^{p(m+1)/2}(0)$, where $0 < \delta < \min\left( \frac{m-3}{2m}, \frac{m+2-p}{2} \right)$. By hypothesis $p > m$ and $m+2 > p$. We will show that $T_m > t_1 > (E(0) - E_{cr})E^{-p(m+1)/2m}(0)$.

We set $v_0 = \rho \phi$ and $u_0 = \sigma \psi$ where $\rho, \sigma > 0$ and are such that $E(0) = \lambda^2$ is independent of these variables (this implies that $\sigma \rho^1/\rho^2 = o(1)$ as $\rho \to +\infty$). Clearly, as $\rho \to +\infty$, $E(0) \to +\infty$ as well.

Since $\|v_0\|_{m+1}^{m+1} \leq \|v_0\|_2 \leq \sqrt{E(0)}$, the inequality $t_1 < T_m = \min\{L, T_1\}$ will hold provided $E^{-p(m+1)/2m}(0) < C E^{-p(m+1)/2m}(0)$ and $E^{-p(m+1)/2m}(0) < L$. The later inequalities clearly hold for $\rho$ so large that $E(0) > \max((1/C)^{1/\delta}, (1/L)^{(p-1)/2+m})$.

To show that $t_1 > (E(0) - E_{cr})E^{-p(m+1)/2m}(0)$, we define $\epsilon \equiv \|\phi\|_{m+1}/\|\phi\|_2$. Then $t_1 > (E(0) - E_{cr})E^{-p(m+1)/2m}(0)$, provided
\begin{equation}
(3.30) \quad \|v_0\|_{m+1}^{m+1} E^{-p(0)/2m}(0) > E^{-p/2m}(0) \|E(0) - E_{cr}\|.
\end{equation}

The above inequality holds if
\begin{equation}
(3.31) \quad \epsilon \|v_0\|_2 E^{-p(0)/2m}(0) > E^{-p/2m}(0) \|1 - E_{cr}/E(0)\|.
\end{equation}

This last inequality will hold for our choice of initial data and for all sufficiently large $\rho$ because as $\rho \to +\infty$, the left-hand side grows like $\rho^{1-2\delta}$ while the right-hand side grows like $\rho^{2-\rho/m}$ while $1 - 2\delta > 2 - \rho/m$ in view of our choice of $\delta$.

Setting $t = t_1$ in (3.28) we will be done if
\begin{equation}
(3.29) \quad \int_{t_0}^{t_1} \|u_\eta\|_{m+1}^{m+1} \, d\eta \geq C \|v_0\|_{m+1}^{m+1} E^{-p(0)/2m}(0) \left[ 1 - \left( \frac{(m+6)C_1}{2(m+2)} \right) E^{-\delta(m+1)(0)} \right] \geq E(0) - E_{cr}.
\end{equation}

For sufficiently large $\rho$ we have $\frac{(m+6)C_1}{2(m+2)} E^{-\delta(m+1)(0)} < 1/2$. Thus, the inequality (3.29) will hold provided
\begin{equation}
(3.30) \quad \int_{t_0}^{t_1} \|u_\eta\|_{m+1}^{m+1} \, d\eta \geq C \rho^{m+2} \|v_0\|_2^{m+2} E^{-\delta-p(0)/2m}(0) > E(0) - E_{cr}
\end{equation}
and this inequality will in turn hold for sufficiently large $\rho$ provided $m+2 > \rho + 2\delta$.

The latter condition is fulfilled due to the choice of $\delta$.

Finally, when $m < np/(n + p + 1)$ we can guarantee the last blow-up condition from Theorem 4 (c), namely $(u_0, v_0)_{L^2(H^n)} \geq 0$, by replacing (if necessary) $v_0(x)$ with $\text{sign}(u_0, v_0)v_0(x)$.

This, together with Theorem 4 completes the proof when $q(x) = 0$.

\textbf{Proof of Theorem 6} the case $q(x) \neq 0$. The proof follows the same lines as before with slight modifications. Using (3.12), the estimates (3.20) and (3.21) must be written as follows:
\begin{equation}
(3.31) \quad \|F(t, \cdot)\|_{m+1} \leq \|u|u|^{p-1}\|_{m+1} + \|u_t|^{m-1}\|_{m+1} + \|qu\|_{m+1}\|u\|_2
\end{equation}
and
\begin{equation}
(3.32) \quad \|F(t, \cdot)\|_{m+1} \leq C(\|u\|_{2p} + \|u_t\|_{m+1}^m + \|qu\|_2)
\end{equation}
\begin{equation}
\leq C(\|u\|_{2p} + \|u_t\|_{m+1}^m + \|qu\|_2).
\end{equation}
Then after a quadrature and an application of Hölder’s inequality with respect to $t$ in the integral $\int_0^t \|u_\eta\|_{m+1}^m \, d\eta$, we find that

$$
(3.33) \quad \int_0^t \|F(\cdot, \eta)\|_{H^{-1}} \, d\eta \leq C(L) \left[ \int_0^t \left( E^{p/2}(\eta) + E^{1/2}(\eta) \right) \, d\eta + t^{1/(m+1)} E^{m/(m+1)}(0) \right],
$$

where $E(t) = \|\nabla u\|^2 + \|u_t\|^2 + \|Qu\|^2$. In the above inequality we have used the fact that if $q(x)$ satisfies the conditions $L_{1.3}$--$L_{1.4}$, the solution of the Cauchy problem (2.1)--(2.2) is not global for any negative initial energy (see [23], [24]). Therefore, the constant $E_{cr}$ from the mass free case is now zero. We obtain the same upper bound for $E(t)$ as before on the same time interval $[0, T_m)$. We can then rewrite the estimate (3.25) as follows:

$$
\|u_t\|_{m+1}^m \geq C \left[ \|v_0\|_{H^{-1}}^{m+1} - C_1 t^{m+1} E^{p(m+1)/2}(0) - t^{m+1} E^{(m+1)/2}(0) - C_1 t E(0)^m \right].
$$

As before, since $E(0) > 1$ and $C_1 \geq 1$, the third term on the right-hand side of the above inequality dominates the second one. The remainder of the proof coincides with the remainder of the proof in the mass free case, but is simplified since we have now $E_{cr} = 0$.
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