MORITA EQUIVALENCE AND PEDERSEN IDEALS

PERE ARA

(Communicated by David R. Larson)

Abstract. We show that two $C^*$-algebras are strongly Morita equivalent if and only if their Pedersen ideals are Morita equivalent as rings with involution.

Introduction

Two rings with identity $R$ and $S$ are said to be Morita equivalent in case their categories of unital right modules are equivalent. The classical Morita Theorems give the precise conditions under which two unital rings are Morita equivalent (see [2] for example). It follows from these theorems that two unital rings $R$ and $S$ are Morita equivalent if and only if there is an $S - R$-bimodule $P$ such that $P$ is a finitely generated projective generator both as a left $S$-module and as a right $R$-module. For $C^*$-algebras, there is a related notion, introduced by Rieffel [19], [20], which is formally close to that characterization. Namely, two $C^*$-algebras $A$ and $B$ are said to be strongly Morita equivalent in case there is a full Hilbert $B - A$-bimodule (see Section 2 for the precise definition). It is important to remark that the definition for $C^*$-algebras does not make the assumption that the algebras have identity. Moreover, the theory is especially useful in the non-unital case. Also, the Hilbert module is not assumed to be finitely generated or projective. In fact, it turns out that the fact of $E$ being finitely generated projective is a special feature of the unital case, in the sense that it is automatically satisfied if our $C^*$-algebras are unital, but it is not necessarily true in the general case. This was observed by Rieffel [21, Proposition].

It was proved by Beer that two unital $C^*$-algebras are strongly Morita equivalent if and only if they are Morita equivalent as rings [5, Theorem 1.8]. Our aim here is to generalize this result to the non-unital situation. For this, we need a concept of Morita equivalence for non-unital rings, at least for special classes of them. There are many papers dealing with this topic (see for example [1], [3], [9], [12], [15], [16]). The theory works in a satisfactory way for idempotent non-degenerate rings. Here, a ring $R$ is said to be idempotent if $R = R^2$; that is, $R$ is linearly spanned by the elements of the form $r_1 r_2$ with $r_i \in R$, and $R$ is non-degenerate in case, for $x \in R$, $x R = 0$ or $R x = 0$ implies $x = 0$. For an idempotent, non-degenerate ring $R$, we consider the category $Mod - R$, which is the full subcategory of the category of all the right $R$-modules, whose objects are the modules $M$ such that...
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$M = MR$ (that is, $M$ is spanned by the elements of the form $mr$, with $m \in M$ and $r \in R$) and $M$ is non-degenerate in the sense that $mR = 0$ implies $m = 0$. Note that $Mod - R$ is the usual category of unital right $R$-modules in case $R$ is a unital ring. The category $Mod - R$ is a Grothendieck category; that is, a cocomplete abelian category such that direct limits are exact and has generators. Thanks to the nice properties of $Mod - R$, suitable versions of the Morita Theorems are true for idempotent non-degenerate rings (see [9], [16]).

It turns out that the appropriate category of modules to look at when $A$ is a $C^*$-algebra is not the category $Mod - A$, but the category $Mod - K_A$, where $K_A$ is the Pedersen ideal of $A$, i.e., the minimal dense ideal of $A$. Our main result is that two $C^*$-algebras are strongly Morita equivalent if and only if the categories $Mod - K_A$ and $Mod - K_B$ are equivalent (through an equivalence which is well behaved with respect to the involutions). In order to prove this, we develop some basic facts about the Pedersen submodule of a Hilbert $C^*$-module is Section 1.

The main point in working with Pedersen ideals and Pedersen submodules is that we don’t need to take closures in the usual Hilbert module constructions, and this enables us to apply directly the algebraic theory.

After completing this work, I have received a preprint from David Blecher [6], containing a characterization of strong Morita equivalence by using operator modules. His methods are completely different from ours.

1. The Pedersen submodule of a Hilbert $C^*$-module

In this Section we develop the basic properties of the Pedersen submodule of a Hilbert $C^*$-module. This is a generalization of the Pedersen ideal of a $C^*$-algebra $A$ in that the Pedersen submodule of the Hilbert $A$-module $A$ is precisely the Pedersen ideal of $A$.

**Definition 1.1.** Let $A$ be a pre-$C^*$-algebra. An inner-product $A$-module is a linear complex space $E$ which is a right $A$-module, together with a map $(x, y) \mapsto \langle x, y \rangle : E \times E \to A$ such that, for $x, y, z \in E$, $\alpha, \beta \in \mathbb{C}$, and $a \in A$, we have

(i) $\langle x, \alpha y + \beta z \rangle = \alpha \langle x, y \rangle + \beta \langle x, z \rangle$,

(ii) $\langle x, ya \rangle = \langle x, y \rangle a$,

(iii) $\langle y, x \rangle = \langle x, y \rangle^*$,

(iv) $\langle x, x \rangle \geq 0$; if $\langle x, x \rangle = 0$, then $x = 0$.

If, in addition, $A$ is a $C^*$-algebra, and $E$ is complete with respect to the norm given by $\|x\|^2 = \|\langle x, x \rangle\|$, then $E$ is said to be a Hilbert $A$-module. A Hilbert $A$-module is said to be full if the ideal $\langle E, E \rangle$ is dense in $A$.

Given an inner-product $A$-module over a pre-$C^*$-algebra $A$, we can complete $E$ to get a Hilbert $A$-module (see [13] p. 4)). This Hilbert $A$-module will be denoted by $E$.

We denote the *-algebra of adjointable operators on an inner-product $A$-module $E$ by $\mathcal{L}_A(E)$. For $x, y \in E$, denote by $\theta_{x,y}$ the map from $E$ to $E$ given by $\theta_{x,y}(z) = x(y, z)$. Then $\theta_{x,y} \in \mathcal{L}_A(E)$, with $\theta_{x,y}^* = \theta_{y,x}$. Let $\mathcal{F}_A(E)$ be the linear span of $\{\theta_{x,y} \mid x, y \in E\}$. Then $\mathcal{F}_A(E)$ is a (two-sided) ideal of $\mathcal{L}_A(E)$. If $A$ is a $C^*$-algebra and $E$ is a Hilbert $A$-module, we denote the norm-closure of $\mathcal{F}_A(E)$ by $K_A(E)$ (see [13] p. 10)).

For a $C^*$-algebra $A$, we denote the Pedersen ideal of $A$ by $K_A$ (see [17] 5.6)). Recall that $K_A$ is the minimal dense ideal of $A$. If $A = C_0(X)$ for a locally compact
Hausdorff space $X$, then $K_A = C_c(X)$, the algebra of continuous functions on $X$ with compact support.

**Definition 1.2.** Let $A$ be a $C^*$-algebra and let $E$ be a Hilbert $A$-module. The Pedersen submodule of $E$ is $P_E = EK$, where $K$ is the Pedersen ideal of $\langle E, E \rangle$.

Note that $\langle P_E, P_E \rangle = K \langle E, E \rangle K = K$, so $E(P_E, P_E) = EK = P_E$. Here is a useful description of the Pedersen submodule.

**Proposition 1.3.** Let $A$ be a $C^*$-algebra and let $E$ be a Hilbert $A$-module. Let $K$ be the Pedersen ideal of $\langle E, E \rangle$. Then 

$$P_E = \{ e \in E \mid \langle e, e \rangle \in K \}.$$ 

**Proof.** Assume that $e \in EK = P_E$. Then $e = \sum_{i=1}^{n} e_i k_i$ for some $e_i \in E$ and $k_i \in K$. Since $(e, e) = \sum_{i,j} k_i^{*} \langle e_i, e_j \rangle k_j$, we see that $\langle e, e \rangle \in K$.

Conversely, assume that $e \in E$ satisfies $\langle e, e \rangle \in K$. Then $|e| = (e, e)^{1/2} \in K$, and $|e|^\alpha \in K$ for all $0 < \alpha < 1$ (see [17, 5.6.2]). By [13, Lemma 4.4], for each $\alpha$ with $0 < \alpha < 1$, there is $w \in E$ such that $e = w |e|^\alpha$. Consequently, $e \in EK$. \hfill $\Box$

**Remark 1.4.** By the proof of Proposition 1.3, we have $P_E = \{ ek \mid e \in E, k \in K \}$.

**Proposition 1.5.** Let $A$ be a $C^*$-algebra and let $E$ be a Hilbert $A$-module. Then $P_E$ is the minimal dense $\mathcal{L}_A(E)$-invariant submodule of $E$.

**Proof.** Write $\mathcal{L} = \mathcal{L}_A(E)$. Clearly, $P_E = EK$ is $\mathcal{L}$-invariant. Since $E \langle E, E \rangle$ is dense in $E$ ([13, p. 6]), we see that $P_E = EK$ is a dense $A$-submodule of $E$. Assume that $E_0$ is a dense $\mathcal{L}$-invariant submodule of $E$. We will see that $E \langle E_0, E_0 \rangle \subseteq E_0$. For that it suffices to prove that $x(y, z) \in E_0$ for $x \in E$ and $y, z \in E_0$. But $x(y, z) = \theta_{x,y}(z) \in \mathcal{L}E_0 \subseteq E_0$, because $E_0$ is $\mathcal{L}$-invariant, and so we get $E \langle E_0, E_0 \rangle \subseteq E_0$. Now $\langle E_0, E_0 \rangle$ is a dense ideal of $\langle E, E \rangle$, and so $K \subseteq \langle E_0, E_0 \rangle$. It follows that 

$$P_E = EK \subseteq E \langle E_0, E_0 \rangle \subseteq E_0,$$

as desired. \hfill $\Box$

Let $E$ be a Hilbert $A$-module over a $C^*$-algebra $A$. Our next theorem relates the Pedersen submodule of $E$ with the Pedersen ideal of $K_A(E)$.

**Theorem 1.6.** Let $A$ be a $C^*$-algebra and let $E$ be a Hilbert $A$-module. Let $P_E$ be the Pedersen submodule of $E$. Then the Pedersen ideal of $K_A(E)$ is exactly $\mathcal{F}_A(P_E)$.

**Proof.** Write $B = K_A(E)$ and $\mathcal{F} = \mathcal{F}_A(P_E)$. Denote by $K_B$ the Pedersen ideal of $B$. Since $P_E$ is $\mathcal{L}_A(E)$-invariant, we see that $\mathcal{F}$ is an ideal of $B$. Since $P_E$ is dense in $E$, we get that $\mathcal{F}$ is dense in $B$. It follows that $\mathcal{F}$ contains the minimal dense ideal of $B$; that is, $K_B \subseteq \mathcal{F}$.

Now let $E_0 = K_B E$ be the linear span in $E$ of the elements of the form $T(e)$, for $T \in K_B$ and $e \in E$. We claim that $E_0$ is a dense $\mathcal{L}_A(E)$-invariant $A$-submodule of $E$. Since $K_B$ is an ideal of $\mathcal{L}_A(E)$, it is clear that $E_0$ is an $\mathcal{L}_A(E)$-invariant submodule of $E$. For $x, y, z \in E$, we have $x(y, z) = \theta_{x,y}(z)$. Therefore, the fact that $E \langle E, E \rangle$ is dense in $E$ implies that $BE$ is dense in $E$. Since $K_B$ is dense in $B$, we conclude that $E_0 = K_B E$ is dense in $E$.\hfill $\Box$
Now we get from Proposition 1.5 that $P_E \subseteq E_0$. Now let $x, y \in P_E$. Write $x = \sum_{i=1}^n T_i(e_i)$ for $T_i \in K_B$ and $e_i \in E$. Then we have

$$\theta_{x,y} = \sum_{i=1}^n \theta_{T_i(e_i), y} = \sum_{i=1}^n T_i \theta_{e_i, y} \in K_B,$$

because $K_B$ is an ideal of $B$. Since $F$ is the linear span of $\theta_{x,y}$ with $x, y \in P_E$, we get $F \subseteq K_B$. Therefore, we conclude that $F_A(P_E)$ is the Pedersen ideal of $K_A(E)$, as desired.

The final result of this Section gives a description of the multiplier algebra of the Pedersen ideal of $K_A(E)$ for every Hilbert $A$-module over a $C^*$-algebra $A$. Multipliers of Pedersen ideals have been studied extensively by Lazard and Taylor [14], and, more recently, by N.C. Phillips [18]. We refer to these papers for definitions and basic properties of these $*$-algebras. We will denote the multiplier algebra of the Pedersen ideal $K_A$ of a $C^*$-algebra $A$ by $\Gamma(K_A)$. Recall that $\Gamma(K_A)$ is a complex unital $*$-algebra, and there is a canonical embedding $\iota : K_A \rightarrow \Gamma(K_A)$ which has the following universal property in the category of complex $*$-algebras:

For every complex $*$-algebra $D$ and every injective $*$-homomorphism $\varphi : K_A \rightarrow D$ such that $\varphi(K_A)$ is an ideal of $D$, there exists a unique $*$-homomorphism $\psi : D \rightarrow \Gamma(K_A)$ such that $\iota = \psi \circ \varphi$.

P. Green and, independently, G.G. Kasparov proved that, for a Hilbert $A$-module over a $C^*$-algebra $A$, $\mathcal{M}(K_A(E)) = L_A(E)$ (see [10] Lemma 16, [11] Theorem 1), where $\mathcal{M}(B)$ denotes the multiplier algebra of a $C^*$-algebra $B$. We give an analogous result for the multiplier algebra of the Pedersen ideal of $K_A(E)$.

**Proposition 1.7.** Let $A$ be a $C^*$-algebra and let $E$ be a Hilbert $A$-module. Set $B = K_A(E)$. Then $\Gamma(K_B) = L_A(P_E)$.

**Proof.** By Theorem 1.5, we have $K_B = F_A(P_E)$. Let $\iota : K_B \rightarrow L_A(P_E)$ be the inclusion map. In order to prove that $L_A(P_E)$ is the multiplier algebra of $K_B$ it suffices to check that $\iota$ satisfies the universal property stated before. So assume that $K_B$ is embedded as an $*$-ideal in a complex $*$-algebra $D$. Define a map $\psi : D \rightarrow L_A(P_E)$ by the rule

$$\psi(d)(\sum_{i=1}^n \theta_{x_i, y_i}(z_i)) = \sum_{i=1}^n (d\theta_{x_i, y_i})(z_i),$$

where $x_i, y_i, z_i \in P_E$. (Here we are using that $P_E = P_{E_0}(P_E, P_{E_0})$.) We have to prove that $\psi$ is well-defined. So assume that $\sum_{i=1}^n \theta_{x_i, y_i}(z_i) = 0$ for some $x_i, y_i, z_i \in P_E$. Then, we have $\sum_{i=1}^n \theta_{x_i, y_i} = 0$ for all $u \in P_E$, and so $\sum_{i=1}^n (d\theta_{x_i, y_i})(z_i) = 0$, which gives $(\sum_{i=1}^n (d\theta_{x_i, y_i})(z_i))(P_E, P_E) = 0$, and so $\sum_{i=1}^n (d\theta_{x_i, y_i})(z_i) = 0$.

Therefore, the map $\iota : K_B \rightarrow L_A(P_E)$ satisfies the universal property of the multiplier algebra of $K_B$, and we conclude that $\Gamma(K_B) = L_A(P_E)$.

**Remark 1.8.** Let $A$ be a unital $C^*$-algebra and let $E$ be a full Hilbert $A$-module. Set $B = K_A(E)$. By Proposition 1.7, $\Gamma(K_B) = L_A(P_E) = L_A(E)$, and so all the multipliers of $K_B$ are bounded.

To illustrate Theorem 1.6 and Proposition 1.7 we compute a concrete example. Let $X$ be a locally compact, Hausdorff space. Take $A = C_0(X)$ and $E = H_A$, the Hilbert $A$-module of all the sequences $(f_n)$, with $f_n \in A$, such that $\sum |f_n|^2$ converges in $A$. Let $B = K_A(H_A)$, and note that, by [13], p. 63], we
have $B \cong A \otimes K$, where $K$ denotes the algebra of compact operators on a separable infinite-dimensional Hilbert space. The Pedersen submodule of $E$ will be $P_E = \text{alglim}_U H_{C_0(U)}$, where $U$ range over all the open, relatively compact, $\sigma$-compact subsets of $X$. The Pedersen ideal of $B$ is given by $K_B = \mathcal{F}_{A}(P_E)$ and it is easily checked from the above that $K_B = \text{alglim}_U \mathcal{F}(H_{C_0(U)})$, where, as before, $U$ ranges over the set of all the open, relatively compact, $\sigma$-compact subsets of $X$. Now, by using [18, Theorem 7], we compute that $\Gamma(K_B) = \lim_Y \mathcal{M}(C(Y) \otimes K)$, where $Y$ ranges over the set of all the compact subsets of $X$, ordered by inclusion, and the maps in the inverse limit are the maps induced by restriction. Of course a lot of unbounded multipliers can arise in this situation.

2. Morita equivalence and Pedersen ideals

By the very definition of the Pedersen submodule of a Hilbert $A$-module, it is clear that we can assume that $E$ is a full Hilbert $A$-module; that is, the closure of $\langle E, E \rangle$ is $A$, just by restricting the action to $\langle E, E \rangle$. In that case, the algebra of “compact operators” $\mathcal{K}_A(E)$ is a $C^*$-algebra which is strongly Morita equivalent to $A$ (see [13], [20]), and moreover $E$ has the structure of a full Hilbert $B - A$-bimodule, where $B = \mathcal{K}_A(E)$.

Let us recall the definition of a Hilbert $B - A$-bimodule from [8].

**Definition 2.1.** Let $A$ and $B$ be two $C^*$-algebras and $E$ a complex space and $B - A$-bimodule. Suppose that we have sesqui-linear forms $\langle \cdot, \cdot \rangle_B$ and $\langle \cdot, \cdot \rangle_A$ so that $E$ is both a Hilbert left $B$-module and a Hilbert right $A$-module and that the forms are related by the equation

$$B \langle x, y \rangle z = x \langle y, z \rangle_A$$

for all $x, y, z \in E$. Then $E$ is a Hilbert $B - A$-bimodule.

A Hilbert $B - A$-bimodule $E$ is said to be **full** if $E$ is full both as a left Hilbert $B$-module and as a right Hilbert $A$-module. It is proved in [8, Corollary 1.11] that the two norms $\|B(x, y)\|^1/2$ and $\|(x, y)\|^1/2$ coincide.

Two $C^*$-algebras $A$ and $B$ are said to be **strongly Morita equivalent** in case there is a full Hilbert $B - A$-bimodule $E$. This is equivalent to saying that there exists a full Hilbert right $A$-module $E$ such that $B$ is $*$-isomorphic to $\mathcal{K}_A(E)$. We refer the reader to [7], [19], [20], [21] for the basic theory of Morita equivalence for operator algebras. It was proved by Beer [5, Theorem 1.8] that two unital $C^*$-algebras $A$ and $B$ are strongly Morita equivalent if and only if they are Morita equivalent as rings. Recall that two rings with identity are Morita equivalent if their categories of unital right modules are equivalent. The natural substitute for the category of all modules over a ring in the case where $A$ is a $C^*$-algebra seems to be the category of Hermitian right $A$-modules (see [19], [20]). However, Rieffel observed that the fact that two $C^*$-algebras have equivalent categories of Hermitian right modules gives a relation strictly weaker than strong Morita equivalence, even in the case in which both $C^*$-algebras are unital (see [20], [5]).

From a categorical point of view, one of the main advantages of the category of unital modules over a unital ring is that it is a Grothendieck category, namely a cocomplete abelian category such that direct limits are exact and has generators [22]. The same is true for appropriate module categories over some non-unital rings. An associative ring $R$ is said to be **idempotent** if $R = R^2$; that is, every element...
r ∈ R can be written as a finite sum \( r = \sum s_i t_i \) for \( s_i, t_i ∈ R \). \( R \) is said to be non-degenerate in case, for \( x ∈ R \), \( xR = 0 \) or \( Rx = 0 \) implies \( x = 0 \). For an idempotent and non-degenerate ring \( R \), the useful category is the category \( \text{Mod} − R \) which is the full subcategory of the category of all the right \( R \)-modules whose objects are the right \( R \)-modules \( M \) such that \( M = MR \) and, for \( m ∈ M \), the relation \( mR = 0 \) implies \( m = 0 \) (see [2]). It is known that \( \text{Mod} − R \) is a Grothendieck category.

For the purposes of the present paper we need only the following characterization of Morita *-equivalence, which can be taken as its definition.

**Definition 2.2.** Let \( R \) and \( S \) be two non-degenerate idempotent rings with involution. Then \( R \) and \( S \) are Morita *-equivalent if there exist \( E \in \text{Mod} − R \) and a map \( \langle ·, · \rangle : E × E → R \) satisfying the following properties:

(i) \( \langle x, y + z \rangle = \langle x, y \rangle + \langle x, z \rangle \) for all \( x, y, z ∈ E \),

(ii) \( \langle xy, r \rangle = \langle x, yr \rangle \) \( (x, y ∈ E, r ∈ R) \),

(iii) \( \langle x, y \rangle = \langle y, x \rangle^* \) \( (x, y ∈ E) \),

(iv) \( \langle x, E \rangle = 0 \) implies \( x = 0 \),

(v) \( \langle E, E \rangle = R \),

(vi) \( S \) is *-isomorphic to \( F_A(E) \).

If \( R \) and \( S \) are Morita *-equivalent through \( E \), then there are inverse category equivalences \( F : \text{Mod} − R → \text{Mod} − S \) and \( G : \text{Mod} − S → \text{Mod} − R \) defined by \( F(P_R) = F(E, P) \) and \( G(Q_S) = F(E, Q) \). (Here, \( E \) denotes the \( R \)-\( S \)-bimodule which coincides with \( E \) as abelian group, but with module operations given by \( \bar{x}s = s^*x \) and \( \bar{r}x = xr^* \) for \( x ∈ E \), \( r ∈ R \) and \( s ∈ S \).) Moreover if \( D \) is a right “inner product” \( R \)-module (i.e. there is a map \( \langle ·, · \rangle : D × D → R \) satisfying conditions (i)-(iv) of Definition 2.2), then \( F(D) \) is a right “inner product” \( S \)-module in a natural way, and if \( f \) is an adjointable map, then \( F(f^*) = F(f) \). Similar properties hold for \( G \). It is proved in [3] that any category equivalence \( F : \text{Mod} − R → \text{Mod} − S \) satisfying the above conditions is induced by a module \( E \) as in Definition 2.2 (see [3] Theorem 3.1).

Recall that the Pedersen ideal of a \( C^* \)-algebra \( A \) is denoted by \( K_A \). Our next lemma shows that the Pedersen submodule \( P_E \) of the full Hilbert right \( A \)-module \( E_A \), as defined in Section 1, is in fact a full inner product \( K_B − K_A \)-subbimodule of \( E \).

**Lemma 2.3.** Let \( E \) be a full Hilbert \( B − A \)-bimodule, where \( A \) and \( B \) are arbitrary \( C^* \)-algebras. Then \( P_E = K_B E = EK_A \) and \( P_E \) is therefore the Pedersen submodule of \( B | E \). Moreover, the restrictions of the sesqui-linear forms \( \langle ·, · \rangle \) and \( \langle ·, · \rangle_A \) to \( P_E \) give \( P_E \) a structure of full inner product \( K_B − K_A \)-module.

**Proof.** This is a restatement of results obtained in Section 1. By definition, \( P_E = EK_A \). By the Morita theory of \( C^* \)-algebras, \( K_A(E) ≅ B \) (under the map determined by the assignment \( θ_{x,y} \mapsto B(x,y) \)). As observed in the proof of Theorem 1.6, we have \( P_E = K_B E \), and so \( P_E \) coincides with the Pedersen submodule of the Hilbert left \( B \)-module \( E \). It is clear that \( \langle P_E, P_E \rangle_A = K_A \) and that \( P_E K_A = P_E \).

(Note that we don’t need to take closures here.) Nondegeneracy of \( P_E \) as a right \( K_A \)-module is also very easy to check: Assume that \( e ∈ P_E \) is non-zero. Then \( x := e(e,e)_A \) is a non-zero element in \( eK_A \), because \( (x,x)_A = (\langle e,e \rangle_A)^3 \neq 0 \). It follows that \( P_E ∈ \text{Mod} − K_A \). All the properties also hold on the left because \( P_E \) is the Pedersen submodule of the Hilbert left \( B \)-module \( E \). In particular, \( P_E ∈ K_B − \text{Mod} \), and we obtain that \( P_E \) is a full inner product \( K_B − K_A \)-bimodule.
Theorem 2.4. Let $A$ and $B$ be $C^*$-algebras. Then $A$ and $B$ are strongly Morita equivalent if and only if $K_A$ and $K_B$ are Morita *-equivalent.

Proof. Assume that $A$ and $B$ are strongly Morita equivalent. Then there is a full Hilbert $B - A$-bimodule $E$ such that $B \cong K_A(E)$ and $A \cong K_B(E)$. Here, $E$ denotes the Hilbert $A - B$ module which coincides with $E$ as complex Banach space, but with module operations given by $\bar{ab} = b^*a$ for $x \in E$, $a \in A$ and $b \in B$. By Lemma 2.3, the Pedersen submodule of $E_A$ coincides with the Pedersen submodule of $B_E$. Denote by $P_E$ this dense subbimodule of $E$. By Lemma 2.3, the restrictions to $P_E$ of the $A$-valued and $B$-valued inner products on $E$ give $P_E$ the structure of a full inner product $K_B - K_A$-bimodule, and $K_B$ is *-isomorphic to $\mathcal{F}_A(P_E)$ by Theorem 1.6. It follows that $K_A$ and $K_B$ are Morita *-equivalent.

Conversely, assume that $K_A$ and $K_B$ are Morita *-equivalent. By Definition 2.2, this means that there exist $E \in \text{Mod} - K_A$ and a map $\langle \cdot, \cdot \rangle : E \times E \to K_A$ such that:

- (i) $\langle x + y, z \rangle = \langle x, y \rangle + \langle z, x \rangle + \langle y, z \rangle$ for all $x, y, z \in E$,
- (ii) $\langle x, y + z \rangle = \langle x, y \rangle + \langle x, z \rangle$ for all $x, y, z \in E$,
- (iii) $\langle ax, y \rangle = a \langle x, y \rangle$ for all $a \in K_A$ and $x, y \in E$,
- (iv) $\langle x, E \rangle = 0$ implies $x = 0$,
- (v) $\langle E, E \rangle = K_A$,
- (vi) $K_B$ is *-isomorphic to $\mathcal{F}_A(E)$.

By (vi), the algebra $\mathcal{F}_A(E)$, with its natural involution and the norm induced by the norm of $K_B$, becomes a pre-$C^*$-algebra, and in fact a pre-$C^*$-algebra of a very special nature. For example, it follows from [17, 5.6.2] that, given a finite subset of $\mathcal{F}_A(E)$, the hereditary $C^*$-subalgebra generated by this subset in the completion of $\mathcal{F}_A(E)$ is contained in $\mathcal{F}_A(E)$.

We want to prove the following additional property:

- (vii) $\langle x, x \rangle \geq 0$ for all $x \in E$. Moreover, $\langle x, x \rangle = 0$ implies $x = 0$.

We first prove the second part of (vii). Assume that $x$ is a nonzero element of $E$. Then $\theta_{x,x}$ must be nonzero. Otherwise, we would have, for all $y \in E$,

$$0 = \langle y, \theta_{x,x}(y) \rangle = \langle y, x(y) \rangle = \langle y, x \rangle \langle x, y \rangle = \langle x, y \rangle \langle x, y \rangle.$$ 

This would imply $\langle x, y \rangle = 0$ for all $y \in E$ and thus $x = 0$ by (iv). Now since $\theta_{x,x}$ belongs to a pre-$C^*$-algebra and $\theta_{x,x}^* = \theta_{x,x}$, we get $0 \neq \theta_{x,x}^*(\theta_{x,x}) = \theta_{x,x}$ and consequently $\langle x, x \rangle \neq 0$.

In order to prove the first assertion in (vii), we first prove that for all $x \in E$ and $a \in (K_A)^*$, the operator $T := \theta_{xa,x}$ is positive in the pre-$C^*$-algebra $\mathcal{F}_A(E)$. First note that $T = T^*$, and that for all $z \in E$ we have

$$\langle T(z), z \rangle = \langle \theta_{xa,x}(z), z \rangle = \langle xa(x, z), z \rangle = \langle z, xa(x, z) \rangle \geq 0.$$

Since the hereditary $C^*$-subalgebra of the completion of $\mathcal{F}_A(E)$ generated by $T$ is already contained in $\mathcal{F}_A(E)$ ([17, 5.6.2]) we can write $T = T_1 - T_2$ for some $T_1, T_2 \in \mathcal{F}_A(E)^+$ with $T_1T_2 = 0$. So we have

$$0 \leq \langle (T_2(z)), T_2(z) \rangle = \langle (T_1 - T_2)(T_2(z)), T_2(z) \rangle = -\langle T_2^2(z), z \rangle \leq 0.$$

Therefore, $T_2^{3/2} = 0$ and so $T_2 = 0$. We conclude that $T = T_1 \geq 0$. 


For $x \in E$ write $a = \langle x, x \rangle$. Then $a$ is a self-adjoint element of $K_A$ and so another application of [17, 5.6.2] gives that we can write $a = a_1 - a_2$ with $a_1, a_2 \in (K_A)^+$ and $a_1a_2 = 0$. We compute
\begin{equation}
0 \leq \theta_{x_2,x}^*(\theta_{x,x}^* \theta_{x,x}) \theta_{x_2,x} = \theta_{x_2,x} \theta_{x_2,x} \theta_{x,x} \theta_{x_2,x} \\
= \theta_{x_2,x} \theta_{x_2,x}^* \theta_{x_2,x} \\
= \theta_{x_2} \theta_{x_2} \theta_{x_2} \\
= -\theta_{x_2}^2 x.
\end{equation}

But, being $a_2$ positive, $\theta_{x_2,x}$ is also positive as showed before, and so we conclude that $\theta_{x_2,x} x = 0$ and consequently, $x_2^{5/2} = 0$. But then $0 = \langle x_2^{5/2}, x_2^{5/2} \rangle = -a_2^5$, which implies $a_2 = 0$. We conclude that $a = a_1 \geq 0$, and (vii) is proved.

We have proved that $E$ is a full inner product right $K_A$-module in the sense of Definition 1.1. Therefore we can complete $E$ to obtain a full Hilbert $A$-module $E'$. Since $E$ is dense in $E'$, we see that $F_A(E)$ is a dense $*$-subalgebra of the $C^*$-algebra $K_A(E)$. It follows that $B$ is $*$-isomorphic to $K_A(E)$ and therefore $A$ and $B$ are strongly Morita equivalent $C^*$-algebras.

We don’t know whether Morita equivalence between $K_A$ and $K_B$ implies Morita $*$-equivalence of $K_A$ and $K_B$ (the converse is obvious).
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