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Abstract. Let A be a local ring and let I ⊂ A be an ideal of positive height.
If J ⊂ I is a reduction of I, then the coefficient ideal a(I, J) is by definition
the largest ideal a such that Ia = Ja. In this article we study the ideal a(I, J)
when the Rees algebra RA(I) is Cohen-Macaulay.

1. Introduction

Let (A,m) be a local ring of dimension d having an infinite residue field, and let
I ⊂ A be an ideal of height h. An ideal J ⊂ I is called a reduction of I if there
exists an integer r ≥ 0 such that Ir+1 = JIr. The least such integer r is called the
reduction number of I with respect to J and is denoted by rJ (I). Every minimal
reduction is generated by the same number of elements. This number ` = `(I) is
called the analytic spread of I. If J ⊂ I is a reduction of I, Aberbach and Huneke
defined in [1] the coefficient ideal a(I, J) as the largest ideal a such that Ia = Ja.
The importance of this notion stems from the role it plays in Briançon-Skoda type
theorems. The Briançon-Skoda theorem states that if the ring A is regular, then
In+`−1 ⊂ Jn for all minimal reductions J ⊂ I and all integers n ≥ 0 (see [2],
[17], [18] and [8]). Recall here that given an ideal I ⊂ A, the integral closure
of I, I, is the ideal of A consisting of all elements x ∈ A satisfying an equation
of type xk + a1x

k−1 + · · · + ak = 0 where ai ∈ Ii (i = 1, . . . , k). Aberbach and
Huneke could now prove a theorem that they called a Briançon-Skoda theorem with
coefficients saying that if the ring A contains a field and the ideal I is m-primary,
then In+d−1 ⊂ a(I, J)Jn ([1, Theorem 2.7]).

On the other hand, assuming thatA is a regular local ring essentially of finite type
over a field of characteristic zero, Lipman showed in his article [15] that In+`−1 ⊂
adj(I`−1)Jn where adj(I`−1) denotes the adjoint ideal of I`−1 (see [15, p. 745 and
p. 747]). The adjoint adj(I`−1) can be defined as Γ(Y, I`−1ωY ) where ωY denotes
the canonical sheaf of Y and Y −→ SpecA is any desingularization such that
IOY is invertible. The A-module Γ(Y, I`−1ωY ) is considered here as an ideal of
A by means of the trace homomorphism Γ(Y, ωY ) −→ ωA = A. It turns out that
adj(I`−1) ⊂ a(I, J). Moreover, in the case d = 2 and I is an integrally closed m-
primary ideal, Lipman proved in [15, Proposition 3.3] that a(I, J) = adj(I) = J : I.
Observe that in this case the Rees algebra RA(I) =

⊕
n≥0 I

n is always known to

Received by the editors April 12, 1999 and, in revised form, August 24, 1999.
2000 Mathematics Subject Classification. Primary 13A30; Secondary 13B22, 14B05.

c©2000 American Mathematical Society

1299

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



1300 EERO HYRY

have rational singularities (see [13, Proposition 1.2] and [9, Proposition 2.1]). In
particular, it is Cohen-Macaulay.

The purpose of this article is to investigate the coefficient ideal a(I, J) under the
assumption that RA(I) is Cohen-Macaulay. We suppose, moreover, that the ring
A is Gorenstein, the ideal I satisfies the condition G` (i.e. µ(Ip) ≤ ht p for every
p ∈ V (I) with ht p ≤ `−1), and that depthA/In ≥ d−h−n+1 for n = 1, . . . , `−h.

Our main result, Theorem 3.4, now says that for any minimal reduction J ⊂ I
the coefficient ideal a(I, J) coincides with the ideal Γ(X, Ih−1ωX) ⊂ A where X =
ProjRA(I). In fact, when h > 1, this means that a(I, J) can be identified with the
homogeneous component [ωRA(I)]h−1 of the canonical module ωRA(I). It follows
in particular that a(I, J) is independent of the minimal reduction J . Moreover,
if r = rJ (I), then a(I, J) = Jr : Ir, and in the case r ≤ ` − h + 1 we even get
a(I, J) = J : I = · · · = JIr−1 : Ir. As a corollary of Theorem 3.4 we can show that
if A is a regular local ring essentially of finite type over a field of characteristic zero
and I is an equimultiple ideal such that RA(I) is normal and Cohen-Macaulay, then
a(I, J) = adj(Ih−1) if and only RA(I) has rational singularities (see Corollary 3.5).

Finally, we observe in Proposition 3.7 that when A has pseudorational singulari-
ties, the ideals considered above in fact satisfy a sharpened version of the Briançon-
Skoda theorem with coefficients saying that In+h−1 ⊂ a(I, J)Jn for all reductions
J ⊂ I and all integers n ≥ 0.

2. Preliminaries

In the following all rings and schemes are assumed to be Noetherian. Moreover,
all local rings are assumed to have an infinite residue field.

Let (A,m) be a local ring of dimension d which is a homomorphic image of
a Gorenstein local ring, and let I ⊂ A be an ideal of positive height. We first
want to recall some results about the structure of the canonical module of a Rees
algebra needed in the sequel. The canonical module of the Rees algebra RA(I) and
especially its relationship with that of the form ring GA(I) have been investigated
by several people (see e.g. [7], [3], [11] and [20]). For the convenience of the reader
we have collected the necessary results into Theorem 2.2 below. At the same time
we want to point out that it is very natural to consider in this context also the
canonical sheaf ωX of the scheme X = ProjRA(I).

The sheaf ωX is then equal to the associated sheaf of the canonical module
ωRA(I). In general it is defined as H− dimX(R•X) where R•X is the dualizing com-
plex of X . By definition R•X = f !(R̃•A) where f : X −→ SpecA is the canonical
projection and R•A is a normalized dualizing complex of A. The canonical sheaf ωX
is defined up to an isomorphism. The general theory of duality provides a trace mor-
phism RΓ(X,R•X) −→ R•A (see [4, Chapter VII, Corollary 3.4]). As dimX = d,
taking cohomology gives a trace homomorphism Γ(X,ωX) −→ ωA. Recall that
this corresponds to the canonical homomorphism Hd

m(A) −→ Hd
E(X,OX) where

E = X ×A A/m via the isomorphisms

HomA(Γ(X,ωX), EA(k)) = Hd
E(X,OX) and HomA(ωA, EA(k)) = Hd

m(A)

(see [16, the proof of Lemma 4.2] or [18, p. 110]).
Note the following elementary fact:

Lemma 2.1. Let A be a ring and let I ⊂ A be an ideal of positive height. Set X =
ProjRA(I). Let F be an OX-module such that grade(IOX,x,Fx) > 0 for all x ∈ X.
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Then F(n) = InF for all n ≥ 0. Moreover, HomX(JOX ,F) = HomA(J,Γ(X,F))
for any ideal J ⊂ A.

Proof. Since the sheaf InOX is locally principal, it is easily checked that the natural
epimorphism F ⊗ OX(n) = F ⊗ InOX −→ InF is an isomorphism. In order to
prove the second claim, note first that a morphism JOX −→ F determines a
homomorphism J −→ Γ(X, JOX) −→ Γ(X,F). Conversely, any homomorphism
J −→ Γ(X,F) induces homomorphisms JIn −→ InΓ(X,F) −→ Γ(X,F(n)) (n ∈
N), and therefore a morphism JOX −→ F .

Recall that if S is a graded ring defined over a local ring, then the a-invariant

a(S) = sup{n ∈ Z | [HdimS
M (S)]n 6= 0}

where M denotes the homogeneous maximal ideal of S.

Theorem 2.2. Let (A,m) be a local ring which is a homomorphic image of a
Gorenstein local ring, and let I ⊂ A be an ideal of positive height. Set R = RA(I),
G = GA(I) and X = ProjRA(I). Then the following hold:
(a) ωR =

⊕
n≥1 Γ(X, InωX);

(b) Γ(X,ωX) ⊃ Γ(X, IωX) ⊃ Γ(X, I2ωX) ⊃ . . . ;
(c) Γ(X, InωX) = HomA(I,Γ(X, In+1ωX)) for all n ≥ 0;
(d) The trace homomorphism Γ(X,ωX) −→ ωA is always injective. It is bijective,
if a(G) < 0;
(e) When A is Cohen-Macaulay, there exists a monomorphism

0 −→
⊕
n≥1

Γ(X, In−1ωX)/Γ(X, InωX) −→ ωG

which is an isomorphism if R is Cohen-Macaulay. In the case a(G) < 0, this gives

ωA = Γ(X,ωX) = Γ(X, IωX) = · · · = Γ(X, I−a(G)−1ωX)

so that In+a(G)+1ωA ⊂ Γ(X, InωX) for n ≥ 0.

Proof. (a) Observe first that if S is any homogeneous graded ring defined over a
local ring, then there are isomorphisms [ωS ]n = Γ(ProjS, ωProjS(n)) for all n ≥ 1
(see [5, Corollary 2.9 and its proof]). Also note that [ωR]n = 0 for n < 1, because
a(R) = −1 (see [3, Part I, 6.3]). Because ωX,x is the canonical module of OX,x for
all x ∈ X , we know that AssωX,x ⊂ MinOX,x. Hence grade(IOX,x, ωX,x) > 0 for
all x ∈ X so that Lemma 2.1 is applicable. Hence

ωR =
⊕
n≥1

[ωR]n =
⊕
n≥1

Γ(X,ωX(n)) =
⊕
n≥1

Γ(X, InωX).

(b) This is clear, because ωX ⊃ IωX ⊃ I2ωX ⊃ . . . .
(c) As Γ(X,ωX(n)) = HomX(OX(1), ωX(n+ 1)) = HomX(IOX , ωX(n+ 1)), the

claim is a consequence of Lemma 2.1.
(d) Set d = dimA. Consider the Sancho de Salas sequence

. . . −→ [Hd
M(R)]n −→ Hd

m(Rn) −→ Hd
E(X,OX(n)) −→ [Hd+1

M
(R)]n −→ 0(1)

where M denotes the homogeneous maximal ideal of R and E = X×AA/m (see [16,
p. 150]). Because [Hd+1

M
(R)]0 = 0, we observe that the canonical homomorphism

Hd
m(A) −→ Hd

E(X,OX) is surjective. But this means that the trace homomorphism
Γ(X,ωX) −→ ωA is injective. We also observe that to prove the surjectivity, it is
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enough to show that [Hd
M

(R)]0 = 0. By looking at the long exact sequences of
cohomology corresponding to the exact sequences

0 −→ R+ −→ R −→ A −→ 0 and 0 −→ R+(1) −→ R −→ G −→ 0,

it is now easy to check that this is indeed the case when a(G) < 0.
(e) Consider the exact sequence

0 −→ IOX −→ OX −→ j∗OY −→ 0(2)

where Y = ProjG and j : Y −→ X is the inclusion. It is possible to express R
as a quotient of a graded Cohen-Macaulay ring R′ such that dimR′ = dimR. Let
i : X −→ X ′ be the corresponding closed imbedding of schemes. Then i∗ωX =
HomX′(i∗OX , ωX′) and (ij)∗ωY = Ext1

X′((ij)∗OY , ωX′). An application of the
functor HomX′(i∗( · ), ωX′(n)) to (2) now gives us for all n ∈ Z an exact sequence

0 −→ i∗(ωX(n)) −→ i∗(ωX(n− 1)) −→ (ij)∗(ωY (n)).(3)

By taking global sections we get the exact sequence

0 −→ Γ(X,ωX(n)) −→ Γ(X,ωX(n− 1)) −→ Γ(Y, ωY (n)).(4)

These sequences give the desired monomorphism, because Γ(Y, ωY (n)) = [ωG]n
for all n ≥ 1. If R is Cohen-Macaulay, then we can take R′ = R so that (3)
becomes short exact. When n ≥ 1, the same also holds for (4) since we now have
H1(X,ωX(n)) = 0 for all n ≥ 1. To see this, note first that by using the sequence
(1) we obtain Hd−1

E (X,OX(n)) = [Hd
M

(R)]n = 0 for n ≤ −1. Since

HomA(H1(X,ωX(n)), EA(k)) = Hd−1
E (X,OX(−n))

by the local–global duality of Lipman ([14, p. 188]), we get H1(X,ωX(n)) = 0 for
all n ≥ 1. As now [ωG]n = 0 for n ≤ 0, the claim follows. The remaining two
statements are immediate.

Remark 2.1. The module Γ(X,ωX) coincides with the degree one component D1

of the fundamental divisor D = ωIR introduced in [22]. To see this, note first that
OX = IOX(−1). The Sancho de Salas sequence for the module IR then gives us
an isomorphism Hd

E(X,OX) −→ [Hd+1
M

(IR)]−1. By taking the Matlis-duals we get
an isomorphism [ωIR]1 ×A Â −→ Γ(X,ωX) ×A Â, and thus also an isomorphism
[ωIR]1 −→ Γ(X,ωX).

Given an ideal I ⊂ A, a minimal reduction J ⊂ I can be considered as a
“simplification” of I. Nevertheless, it is not always easy to say how the algebraic
properties of the corresponding blowups ProjRA(I) and ProjRA(J) are related to
each another. However, in the following Proposition 2.3 we can utilize the existence
of a finite morphism ProjRA(I) −→ ProjRA(J) to compare their canonical sheaves.

Proposition 2.3. Let A be a local ring which is a homomorphic image of a Goren-
stein local ring, and let I ⊂ A be an ideal of positive height. Let ωX be a fixed
canonical sheaf of X = ProjRA(I). Let J ⊂ A be any reduction of I, and let r ≥ 0
be any integer such that Ir+1 = JIr. Set Y = ProjRA(J). Then

Γ(X, InωX) = Γ(Y, Jn+rωY ) :ωA I
r

for all n ≥ 0 as submodules of ωA.
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Proof. Let π : X −→ Y be the canonical morphism. Since π is finite, we know
that there exists an isomorphism π∗ωX ∼= HomY (π∗OX , ωY ). As In = IrJn−r for
n ≥ r, we have π∗OX = IrOY (−r). Then

π∗(ωX(n)) ∼= HomY (π∗OX , ωY )(n) = HomY (IrOY , Jn+rωY ).

An application of Lemma 2.1 thus gives

Γ(X, InωX) ∼= HomY (IrOY , Jn+rωY ) = HomA(Ir,Γ(Y, Jn+rωY )).

The general theory of trace (see [4, Chapter III, Theorem 10.5] implies that there
exists a commutative diagram

Γ(X,ωX) trace−−−−→ ωA

o
y xtrace

HomY (π∗OX , ωY ) e−−−−→ Γ(Y, ωY )
where e equals to the homomorphism

HomY (π∗OX , ωY ) −→ HomY (OY , ωY ) = Γ(Y, ωY )

induced by the morphism OY −→ π∗OX . By the above this can be identified with

HomA(Ir,Γ(Y, JrωY )) −→ HomA(Jr,Γ(Y, JrωY )) = Γ(Y, ωY ).

Hence every element of HomA(Ir,Γ(Y, Jn+rωY )) ⊂ HomA(Ir,Γ(Y, JrωY )) comes
from multiplication by some element of ωA, which proves the claim.

3. The main results

We begin with the following technical lemma.

Lemma 3.1. Let (A,m) be a Cohen-Macaulay local ring of dimension d, and let
I ⊂ A be an ideal of positive height such that RA(I) is Cohen-Macaulay. Set
X = ProjRA(I). Then there is for all 0 < i ≤ d− 1 and n ∈ Z an isomorphism

Hd−1−i
m (A/Ii−n) = HomA(Hi(X,ωX(n− i)), EA(k)).

Proof. Indeed, by the local-global duality of Lipman ([14, p. 188])

HomA(Hi(X,ωX(n− i)), EA(k)) = Hd−i
E (X,OX(i− n))

where E = X ×A A/m. Let M denote the homogeneous maximal ideal of RA(I).
Because RA(I) is Cohen-Macaulay, the Sancho de Salas sequence

. . . −→ [Hd−i
M

(RA(I))]i−n −→ Hd−i
m (Ii−n) −→ Hd−i

E (X,OX(i− n)) −→ . . .

(see [16, p. 150]) gives Hd−i
E (X,OX(i−n)) = Hd−i

m (Ii−n). Finally, by looking at the
cohomology sequence of the exact sequence 0 −→ Ii−n −→ A −→ A/Ii−n −→ 0
we get Hd−i

m (Ii−n) = Hd−i−1
m (A/Ii−n) as needed.

Now recall from [1, Definition 1.2] that given two ideals J ⊂ I in a ring A, the
coefficient ideal of I relative to J , a(I, J), is the largest ideal a such that aI = aJ . It
is easy to see that the coefficient ideal always exists. Moreover, if grade a(I, J) > 0,
then J is necessarily a reduction of I.

Let A be a Gorenstein local ring, and let I ⊂ A be an ideal of positive height. Set
X = ProjRA(I). In the following we shall always consider the A-module Γ(X,ωX)
as an ideal of A by means of the trace homomorphism Γ(X,ωX) −→ ωA = A.

The next observation is now crucial for the proof of our main Theorem 3.4.
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Proposition 3.2. Let (A,m) be a Gorenstein local ring of dimension d. Let I ⊂ A
be an ideal with positive height h and analytic spread `. Suppose that depthA/In ≥
d−h−n+1 for n = 1, . . . , `−h. Set X = ProjRA(I). If RA(I) is Cohen-Macaulay,
then Γ(X, Im+1ωX) = JΓ(X, ImωX) as ideals of A for all reductions J ⊂ I and all
integers m ≥ h− 1. This means in particular that Γ(X, Ih−1ωX) ⊂ a(I, J).

Proof. The assumption depthA/In ≥ d− h− n+ 1 for n = 1, . . . , `− h implies by
Lemma 3.1 that Hi(X,ωX(m− i)) = 0 for 0 < i < `. We can now proceed as in [15,
p. 747]. For the convenience of the reader, we sketch here the argument. We may
assume that J is a minimal reduction of I. Consider the sheaves IOX and JOX .
Because J is a reduction of I, we clearly have IOX = JOX . Let {a1, . . . , a`} be
a generating set of J . The corresponding global sections of IOX then determine
an epimorphism O⊕`X −→ IOX and so also an epimorphism σ : N −→ OX where
N = ((IOX)−1)⊕`. This means that the Koszul complex K(σ, Im+1ωX):

0 −→
∧`N ⊗ Im+1ωX −→ . . . −→

∧1N ⊗ Im+1ωX −→ Im+1ωX −→ 0

is exact. Note that∧jN ⊗ Im+1ωX = (ωX(m+ 1− j))
⊕ (`j) (j = 0, . . . , `).

So Hj−1(X,
∧j N ⊗ Im+1ωX) = 0 for 1 < j ≤ `. Arguing as in [18, Lemma 5.1],

we then see that the homomorphism Γ(X,N ⊗ Im+1ωX) −→ Γ(X, Im+1ωX) is
surjective, which implies the first claim. The last claim is now immediate, because
Γ(X, IhωX) = JΓ(X, Ih−1ωX) = IΓ(X, Ih−1ωX).

For the proof of Theorem 3.4 we have to identify the associated primes of the
ideal Γ(X, Ih−1ωX) ⊂ A. Therefore we still need

Lemma 3.3. Let (A,m) be a Gorenstein local ring and let I ⊂ A be an ideal of
positive height. Set X = ProjRA(I). If Γ(X,ωX) = A, then AssA/Γ(X, InωX) ⊂
{p ∈ SpecA | ht p = `(Ip)} for all n ≥ 0.

Proof. Set Ωn = Γ(X, InωX) for all n ≥ 0. Let p ∈ AssA/Ωn. Observe that
(Ωn)p = Γ(Xp, I

n
p ωXp

) where Xp = ProjRAp
(Ip). By change of notation we can

therefore assume that p = m. We now have depthA/Ωn = 0. Let us show that
depth Ωk−1/Ωk = 0 for some k ≥ 1. Suppose the contrary. The exact sequences

0 −→ Ωk−1/Ωk −→ A/Ωk −→ A/Ωk−1 −→ 0

would then imply that depthA/Ωk > 0 for all k ≥ 0 which is a contradiction. But
from this we obtain that grade(m,M) = 0 where M =

⊕
k≥1 Ωk−1/Ωk. According

to Theorem 2.2 (e) there is now a monomorphism 0 −→ M −→ ωG where G =
GA(I). From this we see that grade(m, ωG) = 0. Then mG ⊂ Q for some Q ∈
AssωG ⊂MinG. But G being formally equidimensional (use [6, Corollary (18.24)]),
we have ht mG = dimG− `(I). Therefore `(I) = ht m as wanted.

Theorem 3.4. Let (A,m) be a Gorenstein local ring of dimension d. Let I ⊂ A
be an ideal with positive height h and analytic spread `. Suppose that I satisfies G`
and that depthA/In ≥ d− h− n+ 1 for n = 1, . . . , `− h. Set X = ProjRA(I). If
RA(I) is Cohen-Macaulay, then a(I, J) = Γ(X, Ih−1ωX) for all minimal reductions
J ⊂ I. In particular, a(I, J) is independent of the minimal reduction J . Moreover,
a(I, J) = Jr : Ir where r = rJ (I). In the case r ≤ ` − h + 1, we even have
a(I, J) = J : I = · · · = JIr−1 : Ir.
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Proof. Set Ω = Γ(X, Ih−1ωX). By virtue of Proposition 3.2 we need to prove that
a(I, J) ⊂ Ω. As Ia(I, J) = Ja(I, J), we clearly have Ira(I, J) = Jra(I, J) so
that a(I, J) ⊂ Jr : Ir. Let us verify that a(GA(J)) ≤ −h. Indeed, because of [12,
Theorem 2.2 and Remark 2.7] we may apply [12, Lemma 2.3 b)] to find a generating
sequence a1, . . . , a` of J which is a d-sequence. But as explained in [22, p. 33] this
implies that a(GA(J)) ≤ −h as wanted. Set Y = ProjRA(J). We now obtain from
Theorem 2.2 (e) that Jr ⊂ Γ(Y, Jh−1+rωY ). But then Proposition 2.3 implies that
a(I, J) ⊂ Jr : Ir ⊂ Γ(Y, Jh−1+rωY ) : Ir = Ω.

Finally suppose that r ≤ `− h + 1. Since a(I, J) ⊂ J : I ⊂ · · · ⊂ JIr−1 : Ir, it
is enough to show that JIr−1 : Ir ⊂ Ω. By Lemma 3.3 we can check this locally
at prime ideals p ∈ SpecA satisfying ht p = `(Ip). We first observe that by [12,
Remark 2.7] Ip = Jp for all p ∈ V (I) with ht p < `. We then have a(GAp

(Ip)) ≤ −h.
By Theorem 2.2 (e) this gives Ωp = Ap. Now take p ∈ SpecA with ht p = `(Ip). If
ht p < `, then by the above there is nothing to prove. Thus, suppose that htp = `.
By change of notation we can assume that p = m. Set R = RA(I) and G = GA(I).
It is well-known that the Cohen-Macaulayness of R implies that of G (see e.g. [21,
Theorem 5.1.23]). Since Ωq = Aq for q 6= m, we observe that either Ω = A or
Ω is m-primary. In the first case there is nothing to prove. In the second case
we necessarily have a(G) = −h + 1. Indeed, by [19, Theorem 3.5] a(G) = −h
or a(G) = −h + 1, and by Theorem 2.2 (e) only the latter case is possible. Let
M denote the homogeneous maximal ideal of G. Because [Hi

M(G)]n = 0 for all
n > −h + 1 and i ≥ 0, we have [Hi

G+(G)]n = 0 for n > −h + 1 and i ≥ 0 (see
e.g. [10, Lemma 1.1]). The exact sequences

0 −→ R+ −→ R −→ A −→ 0 and 0 −→ R+(1) −→ R −→ G −→ 0

easily imply that [Hi
R+(R)]n = 0 for n > −h+1 and i > 1. Then Hi(X,OX(n)) = 0

for n > −h+ 1 and i > 0. We also obtain [H0
R+(R)]n = 0 and [H1

R+(R)]n = 0 for
n ≥ 0 so that Γ(X,OX(n)) = In for n ≥ 0. In particular, we have

H1(X,OX(`− h− 1)) = · · · = H`−2(X,OX(−h+ 2)) = 0

and

H1(X,OX(`− h)) = · · · = H`−1(X,OX(−h+ 2)) = 0

It then follows from [18, Remark 5.2], that

H`−1(X,OX(−h+ 1)) = Γ(X,OX(`− h+ 1))/JΓ(X,OX(`− h))

= I`−h+1/JI`−h.

By a version of the local–global duality of Lipman ([14, p. 188], see also [5, Propo-
sition 2.3])

H1
E(X,ωX(h− 1)) = HomA(Hd−1(X,OX(−h+ 1)), EA(k)).

Recall from Theorem 2.2 (a) that ωR =
⊕

n≥1 Γ(X, InωX). Because ωR is Cohen-
Macaulay, the Sancho de Salas sequence for ωR (see [16, p. 150]) gives us an isomor-
phism H1

m(Ω) = H1
E(X,ωX(h− 1)). By looking at the cohomology sequence of the

exact sequence 0 −→ Ω −→ A −→ A/Ω −→ 0, we obtain that H1
m(Ω) = H0

m(A/Ω).
Since Ω is m-primary, it finally follows that

Ω = AnnH0
m(A/Ω) = Ann I`−h+1/JI`−h = JI`−h : I`−h+1.

So JIr−1 : Ir ⊂ Ω as wanted.
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Remark 3.1. Suppose h > 1. Combined with Theorem 2.2 and Proposition 3.2
Theorem 3.4 then implies that

ωRA(I) =
h−2⊕
n=1

(a(I, J) : Ih−1−n)⊕
⊕

n≥h−1

In−h+1
a(I, J).

Note that we have Ih+a ⊂ a(I, J) where a = a(GA(I)).

Let A be a regular local ring essentially of finite type over a field of characteristic
zero. We now recall the definition of the adjoint of an ideal from [15, p. 740]. Let
K denote the fraction field of A. Let v be a valuation of K whose valuation ring
Av contains A. If mv is the maximal ideal of Av, set p = mv ∩A. The valuation v
is called a prime divisor of A if Av/mv has transcendence degree ht p − 1 over the
subfield Ap/pAp. It is equivalent to say that Av is essentially of finite type over A.
Let I ⊂ A be an ideal. The adjoint of I is

adj(I) =
⋂
v

{r ∈ K | v(r) ≥ v(I)− v(JAv/A)}

where the intersection is taken over all prime divisors of A, and the Jacobian ideal
JAv/A is the 0th Fitting ideal of the Av-module Ω1

Av/A
of Kähler differentials.

Alternatively, adj(I) = Γ(X, IωX) where X −→ SpecA is any proper birational
morphism such that X has rational singularities and that IOX is invertible (see [15,
Proposition 1.3.1]).

Corollary 3.5. Let (A,m) be a regular local of dimension d essentially of finite
type over a field of characteristic zero. Let I ⊂ A be an ideal with positive height h
and analytic spread ` such that I satisfies G` and that depthA/In ≥ d− h− n+ 1
for n = 1, . . . , ` − h. If RA(I) has rational singularities, then a(I, J) = adj(Ih−1)
for all minimal reductions J ⊂ I. Moreover, when I is an equimultiple ideal such
that RA(I) is normal and Cohen-Macaulay, also the converse holds.

Proof. Set X = ProjRA(I). Observe first that when RA(I) is normal and Cohen-
Macaulay, it has rational singularities if and only if X has rational singularities
(see e.g. [9, Proposition 2.1]). Let f : Y −→ X be a desingularization. By def-
inition X now has rational singularities if and only if f∗ωY = ωX . Noting that
Γ(X, f∗ωY (n)) = Γ(Y, InωY ) for all n ≥ 0, we obtain that f∗ωY = ωX if and only
if adj(In) = Γ(Y, InωY ) = Γ(X, InωX) for n � 0. Observe here that the trace
homomorphism f∗ωY −→ ωX induces an inclusion Γ(Y, InωY ) ⊂ Γ(X, InωX). By
Theorem 2.2 (c) we have HomA(I,Γ(X, InωX)) = Γ(X, In−1ωX). In fact, by us-
ing the same argument we also obtain that HomA(I,Γ(Y, InωY )) = Γ(Y, In−1ωY ).
This implies that if RA(I) has rational singularities, then adj(In) = Γ(X, InωX)
for all n ≥ 0. An application of Theorem 3.4 then implies that a(I, J) = adj(Ih−1)
for any minimal reduction J ⊂ I. Conversely, suppose that I is equimultiple and
that a(I, J) = adj(Ih−1) for some minimal reduction J ⊂ I. By [15, p. 745 and
p. 747] we know that adj(In) = In−`+1 adj(I`−1) for n ≥ `− 1. On the other hand,
using Proposition 3.2 we have Γ(X, InωX) = In−h+1a(I, J) for n ≥ h − 1. Hence
Γ(X, InωX) = adj(In) for n ≥ `− 1 which means that X and so also RA(I) have
rational singularities.

In the situation of Corollary 3.5 the coefficient ideal is always integrally closed,
because that is known to be true for the adjoint ideal (see [15, p. 741 (b)]). In fact,
this holds even more generally:
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Proposition 3.6. Let A be a Gorenstein local domain of dimension d. Let I ⊂ A
be an ideal with positive height h and analytic spread ` such that I satisfies G`
and that depthA/In ≥ d − h − n + 1 for n = 1, . . . , `− h. Suppose that RA(I) is
Cohen-Macaulay. If ProjRA(I) is normal, then a(I, J) is integrally closed for any
minimal reduction J ⊂ I.

Proof. Set X = ProjRA(I). Consider ωX as a subsheaf of the constant sheaf K
where K is the quotient field of A. Since ωX is reflexive, we know that

Γ(X, Ih−1ωX) =
⋂

codim {x}=1

Ih−1ωX,x.

But then Γ(X, Ih−1ωX) is integrally closed as an intersection of integrally closed
A-submodules of K (see [23, p. 349]).

Finally, we want to point out that the ideals we have considered in this arti-
cle satisfy the following sharpened version of the Briançon-Skoda theorem with
coefficients.

Proposition 3.7. Let (A,m) be a Gorenstein local ring of dimension d having
pseudorational singularities. Let I ⊂ A be an ideal of positive height h and analytic
spread `. Suppose that depthA/In ≥ d− h− n + 1 for n = 1, . . . , `− h. If RA(I)
is Cohen-Macaulay, then

In+h−1 ⊂ a(I, J)Jn

for all minimal reductions J ⊂ I and all integers n ≥ 0.

Proof. We may clearly assume that A is a domain. Let f : Y −→ X be the nor-
malization of X = ProjRA(I). Because A has pseudorational singularities, we
know that Γ(Y, ωY ) = A. This implies that OY ⊂ ωY as subsheaves of the con-
stant sheaf K where K is the quotient field of A. Then Γ(Y, InOY ) ⊂ Γ(Y, InωY )
for all n ≥ 0. Moreover, the trace homomorphism f∗ωY −→ ωX gives an inclu-
sion Γ(Y, InωY ) ⊂ Γ(X, InωX). Now recall that Γ(Y, InOY ) = In (see e.g. [18,
p. 100]). The claim follows, because by Proposition 3.2 we have Γ(X, InωX) =
Jn−h+1Γ(X, Ih−1ωX) ⊂ Jn−h+1a(I, J) for n ≥ h− 1.
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containing a field, Proc. Amer. Math. Soc. 124 (1996), 707–713. MR 96f:13039
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