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Abstract. The velocity function associated with a smooth solution of “zero pressure gas dynamics” satisfies Burgers equation. Indeed an elementary generalization holds for scalar conservation laws. Weak solutions, however, are compatible in this respect only under special conditions on the initial density function. Our result depends on the uniform convexity of the flux function associated with the scalar equation, and on the entropy condition applied to both systems.

1. Introduction

Smooth solutions of systems of conservation laws

\begin{equation}
\frac{\partial w}{\partial t} + h(w) \frac{\partial w}{\partial x} = 0,
\end{equation}

where \( w(x, t) \in \mathbb{R}^n \) and \( h \) is a smooth map of \( \mathbb{R}^n \) into \( \mathbb{R}^n \), satisfy extensions of the form

\begin{equation}
U(w)t + F(w)x = 0
\end{equation}

provided that the scalar functions \( U, F \) satisfy \( |U(w)| \) bounded and \( U(w)f(w) = F(w) \) for all \( w \).

For systems \( (1.1) \) which are hyperbolic, for example with \( U \) convex in \( w \) \[4\], and for some systems which change type \[10\], the existence of such extensions has two well-known applications. Admissible weak solutions are characterized by an inequality replacing \( (1.2) \) \[7\]. Alternatively piecewise smooth weak solutions of \( (1.1) \) satisfy \( (1.2) \) up to third order in the “shock strength”, admitting the possibility of replacing one of the constituent equations in \( (1.1) \) by the extensions \( (1.2) \) \[5, 12\]. One thus obtains a closely related approximation to \( (1.1) \) which may be expedient for computational purposes, for example the adiabatic approximation of the Euler equations of gas dynamics.

The proof that weak solutions of \( (1.1) \) containing only shocks of modest strength approximately satisfy \( (1.2) \) does not depend on hyperbolicity of \( (1.1) \) or on any special properties of \( U \), but on the assumed form of a weak solution, a piecewise smooth, bounded measurable function in particular, and on the existence of a smooth Hugoniot locus connecting the limiting values of \( w \) at points of discontinuity. In this spirit...
we address the question of whether weak solutions of (1.1) satisfy or approximately satisfy (1.2) weakly when the system (1.1) admits real characteristic speeds but fails to be hyperbolic because of a deficiency of eigenvectors. In this case the limiting values of \( w \) at a shock do not in general satisfy a Rankine-Hugoniot relation of the usual form [9 13].

Relations between scalar conservation laws and pairs with equal characteristic speeds are well established [2 6].

For example, smooth solutions of a simple generalization of one-dimensional “zero pressure gas dynamics”

\[
\begin{align*}
\rho_t + (\rho f(u))_x &= 0, \\
(\rho u)_t + (\rho u f(u))_x &= 0,
\end{align*}
\]

with \( \rho(x, t), u(x, t) \) scalar-valued, satisfy a scalar conservation law independent of \( \rho \),

\[
\begin{align*}
u_t + f(u)_x &= 0.
\end{align*}
\]

Thus given initial data for \( \rho, u \), one is motivated to find \( u \) from (1.5) and then \( \rho \) from (1.3). However, (1.4) will be (weakly) satisfied or approximately satisfied only under special conditions on the initial data; results to this effect follow. The underlying problem is that weak solutions of (1.3), (1.4) are not bounded, but contain “delta-shocks”, with \( \delta \)-shocks [1, 3, 9].

2. Main theorem

We shall assume the flux function \( f \) in (1.3)–(1.5) to be smooth and uniformly convex in \( u \) throughout, taking \( f'' > 0 \) for definiteness. A piecewise smooth admissible weak solution of (1.5) in \( \mathbb{R} \times [0, \tau] \) will then be characterized by distinct shock curves \( \Gamma_k = \{(x_k(t), t), t \in I_k \subset (0, \tau)\}, k = 1, \ldots, \) originating at points where shocks form spontaneously or at points \( Q_j, j = 1, \ldots, \) where two or more shocks collide, and ending at points where shocks collide or at \( t = \tau \). For simplicity we shall assume \( u(\cdot, 0) \) continuous, but this can readily be relaxed.

The shock speed \( s_k(t) = dx_k(t)/dt \) (forward time derivative) is obtained from the Rankine-Hugoniot condition

\[
\begin{align*}
s_k(t) &= \frac{f(u(x_k(t) - 0, t)) - f(u(x_k(t) + 0, t))}{u(x_k(t) - 0, t) - u(x_k(t) + 0, t)},
\end{align*}
\]

and satisfies the entropy condition

\[
\begin{align*}
f'(u(x_k(t) - 0, t)) > s_k(t) > f'(u(x_k(t) + 0, t)),
\end{align*}
\]

equivalently

\[
\begin{align*}
u(x_k(t) - 0, t) > \zeta(s_k(t)) > u(x_k(t) + 0, t),
\end{align*}
\]

where in (2.3) and below we abbreviate \( f'^{-1} \) by \( \zeta \).

The definition of a weak solution of (1.3), (1.4) is complicated by the anticipated low regularity, and is discussed in [11]. The reader may wish to focus on the case \( f = \frac{1}{2} u^2 \), recovering zero pressure gas dynamics and Burgers equation, respectively, from (1.3), (1.4) and (1.5), and making both \( f' \) and \( \zeta \) the identity function.

A weak solution of (1.3), (1.4) is determined by a Lagrange function \( X : \mathbb{R} \times [0, \tau] \rightarrow \mathbb{R} \) and a positive measure \( d\mu \) on \( \mathbb{R} \). For each \( y \in \mathbb{R} \), \( t \in (0, \tau] \) we identify
$X(y,t)$ as the position of a particle initially at the point $X(y,0)$. For $u(\cdot,0)$ continuous, we may take $X(y,0) = y$, and identify the initial density $\rho(\cdot,0)$ with the Radon-Nikodym derivative

$$\frac{d\mu(x)}{dx} = \rho(x,0), \quad x \in \mathbb{R}. \quad (2.4)$$

More generally, the moments of $\rho$ are obtained from

$$\int \int \theta(x,t)\rho(x,t)dxdt = \int \int \theta(X(y,t),t)d\mu(y)dt \quad (2.5)$$

for $\theta$ continuous and of compact support.

Denote by

$$K = \{ \phi \in L^\infty(\mathbb{R} \times [0,\tau] \to \mathbb{R}) \mid \int \int \phi^2(y,t)d\mu(y)dt < \infty \text{ and } \phi(y,t) = \theta(X(y,t),t), \text{ for some } \theta \in L^\infty(\mathbb{R} \times [0,\tau] \to \mathbb{R}) \text{ a.e. in } \mathbb{R} \times [0,\tau] \}. \quad (2.6)$$

**Definition.** $X, d\mu$ determine a weak solution of (1.3), (1.4) in $\mathbb{R} \times [0,\tau]$ if $X_t \in K$ ($X_t$ is the forward time derivative at constant $y$) and if, for all $\theta$ continuous and of compact support in $\mathbb{R} \times [0,\tau]$,

$$\int \int \zeta(X_t(y,t)),\theta(X(y,t),t)d\mu(y)dt = 0. \quad (2.7)$$

This definition is based on a definition obtained in [11]. An alternative, indeed simpler, definition of a weak solution of (1.3), (1.4) was given in [3], but is not used here.

**Definition.** An entropy weak solution of (1.3), (1.4) is a weak solution for which $X$ satisfies an additional condition $X(y_1,t) = X(y_2,t)$ for all $y_1 \neq y_2, t > t_0$ such that $X(y_1,t_0) = X(y_2,t_0)$.

For given initial data, the uniqueness of an entropy weak solution is discussed in [3, 8].

**Definition.** A piecewise smooth weak solution $u$ of (1.5) is compatible with a weak solution $X, d\mu$ of (1.3), (1.4) if

$$u(x,t) = \zeta(X_t(y,t)), \text{ equivalently } f'(u(x,t)) = X_t(y,t), \quad (2.8)$$

for all $x = X(y,t)$ such that $u$ is continuous at $(x,t)$.

If $u$ is a piecewise smooth admissible weak solution of (1.5) and $X, d\mu$ determine an entropy weak solution of (1.3), (1.4), then in both cases the characteristic(s) from any point $x,t$ continue(s) backwards in time to the initial line $t = 0$ without intersecting a shock curve. In addition $u$ and $X_t$ are constant on the respective characteristics. So an admissible weak solution of (1.5) is compatible with an entropy weak solution of (1.3), (1.4) if the initial velocities are equal,

$$f'(u(x,0)) = X_t(x,0), x \in \mathbb{R}, \quad (2.9)$$

and if the respective shock curves coincide.

Such compatible solutions satisfy (1.3), (1.4), (1.5) (weakly) simultaneously, with the above definition of a weak solution of (1.3), (1.4).
Theorem 2.1. Given an initial velocity \( u(\cdot, 0) \) of class \( C^1 \) and of compact support and any \( \tau > 0 \), there exists a positive, bounded initial density \( \rho(\cdot, 0) \) such that the admissible weak solution of (1.5) in \( \mathbb{R} \times [0, \tau] \) is compatible with the corresponding entropy weak solution of (1.3), (1.4).

Proof. Let \( u \) denote the unique admissible weak solution of (1.5). We determine \( X \) from

\[
X(y, 0) = y; \quad X_t(y, t) = f'(u(X(y, t), t))u, \quad u \text{ continuous at } (X(y, t), t); \quad X_t(y, t) = s_k(t), (X(y, t), t) \in \Gamma_k, k = 1, \ldots.
\]

This choice makes the shock curves coincide, assures \( X_t \in K \) and that (2.8) holds. It remains to determine \( \rho(\cdot, 0) \) (and \( d\mu \) from (2.4)) such that \( X, d\mu \) determine a weak solution of (1.3), (1.4), i.e. such that (2.7) is satisfied.

For \( y, t \) such that \( u \) is continuous at \((X(y, t), t),\)

\[
\zeta(X_t(y, t)) = \frac{\partial}{\partial t} u(X(y, t), t) = u_t(x, t) + X_t(y, t)u_x(x, t) = u_t(x, t) + f'(u(x, t))u_x(x, t)
\]

using (2.8) and (1.5), with \( x = X(y, t) \) throughout. So the integral in (2.7) contains only contributions from the shock curves \( \Gamma_k \) and the collision points \( Q_j \) which depend in particular on the mass which accumulates on each of the “delta-shocks”.

In (2.7), consider the case of a test function \( \theta \) with support intersecting a single shock curve \( \Gamma_k \) but none of the collision points \( Q_j \). At each point \( (x_k(t), t) \in \Gamma_k \), the limiting values of \( \rho, u \) are

\[
\rho_k^\pm(t) = \rho(x_k(t) \pm 0, t), \quad u_k^\pm(t) = u(x_k(t) \pm 0, t).
\]

From (1.5) \( u \) is constant on the characteristics, which continue back to the initial line \( t = 0 \) at points \( z_k^\pm(t) \) without intersecting any shock curves, so

\[
u_k^\pm(t) = u(z_k^\pm(t), 0)
\]

with \( z_k^\pm(t) \) given by

\[
z_k^\pm(t) = x_k(t) - tf'(u_k^\pm(t)).
\]

The speed of the shock \( s_k(t) \) is obtained from (2.1), and the accumulated mass \( m_k(t) \) is given by

\[
m_k(t) = \int_{z_k^-(t)}^{z_k^+(t)} \rho(x, 0)dx.
\]
In view of (2.13) for such $\theta$ the integral in (2.7) is

$$\lim_{\epsilon \downarrow 0} \int_{I_k} \int_{\mu(z_k^-(t)-\epsilon)}^{\mu(z_k^+(t)+\epsilon)} \theta(X(y, t), t) \zeta(X_t(y, t)) \, d\mu(y) \, dt$$

$$= \lim_{\epsilon \downarrow 0} \int_{I_k} \theta(x_k(t), t) \int_{\mu(z_k^-(t)-\epsilon)}^{\mu(z_k^+(t)+\epsilon)} \zeta(X_t(y, t)) \, d\mu(y) \, dt + O(\epsilon)$$

$$= \lim_{\epsilon \downarrow 0} \int_{I_k} \theta(x_k(t), t) \int_{z_k^-(t)-\epsilon}^{z_k^+(t)+\epsilon} \zeta(X_t(y, t)) \rho(y, 0) \, dy \, dt + O(\epsilon)$$

$$= -\lim_{\epsilon \downarrow 0} \int_{I_k} \frac{d}{dt} \theta(x_k(t), t) \int_{z_k^-(t)-\epsilon}^{z_k^+(t)+\epsilon} \zeta(X_t(y, t)) \rho(y, 0) \, dy \, dt$$

$$+ \zeta(X_t(z_k^-(t) - \epsilon, t)) \rho(z_k^-(t) - \epsilon, 0) z_{k,t}^- \, dt + O(\epsilon),$$

using the continuity of $\theta$, the definition of $\mu$ in (2.4), and a partial integration.

From (2.12)

$$X_t(y, t) = s_k(t), \quad z_k^-(t) < y < z_k^+(t),$$

whereas

$$\lim_{\epsilon \downarrow 0} X_t(z_k^+(t) \pm \epsilon) = f'(u_k^+(t)).$$

Taking the limit as $\epsilon \downarrow 0$ in (2.18), using (2.17), (2.19), (2.20), we obtain the integral in (2.7) equal to

$$-\int_{I_k} \frac{d}{dt} \theta(x_k(t), t) \zeta(s_k(t)) m_k(t) \, dt$$

$$- \int_{I_k} \theta(x_k(t), t) [u_k^+(t) \rho(z_k^+(t), 0) z_{k,t}^+(t) - u_k^-(t) \rho(z_k^-(t), 0) z_{k,t}^-(t)] \, dt$$

$$= \int_{I_k} \theta(x_k(t), t) M_k(t) \, dt$$

where

$$M_k(t) = \frac{d}{dt} (\zeta(s_k(t)) m_k(t)) - u_k^+(t) \rho(z_k^+(t), 0) z_{k,t}^+(t) + u_k^-(t) \rho(z_k^-(t), 0) z_{k,t}^-(t).$$

For (2.7) to hold for such $\theta$, it suffices that $M_k(t)$ given by (2.22) vanish for almost all $t \in I_k$.

Differentiating (2.17) with respect to time,

$$m_{k,t}(t) = \rho(z_k^+(t), 0) z_{k,t}^+(t) - \rho(z_k^-(t), 0) z_{k,t}^-(t).$$
Differentiating (2.1) with respect to $t$ we find
\[
\frac{d}{dt} \zeta(s_k) = \frac{1}{f''(\zeta(s_k))} \frac{ds_k}{dt} \tag{2.24}
\]
\[
= \frac{1}{f''(\zeta(s_k))} \left[ \frac{f'(u_k^-)(u_k^- - u_k^+)}{(u_k^- - u_k^+)^2} \frac{d}{dt} u_k^- - \frac{f'(u_k^+)(u_k^- - u_k^+)}{(u_k^- - u_k^+)^2} \frac{d}{dt} u_k^+ \right].
\]

From (1.5), the limiting values $u_k^\pm$ satisfy
\[
u_k^\pm(t) = u_i(x_k(t) \pm 0, t) + s_k(t)u_x(x_k(t) \pm 0, t)
\]
\[
= (s_k(t) - f'(u_k^\pm(t)))u_x(s_k(t) \pm 0, t).
\]

Differentiating (2.16) with respect to time
\[
z_{x_k}^{\pm}(t) = s_k(t) - f'(u_k^\pm(t)) - tf''(u_k^\pm(t))u_x(s_k(t))
\]
\[
= (s_k(t) - f'(u_k^\pm(t))(1 - tf''(u_k^\pm(t)))u_x(x_k(t) \pm 0, t))
\]
using (2.25). Using (2.2), $z_{x_k}^{-} < 0$ and $z_{x_k}^{+} > 0$.

Finally using (1.5) and (2.15), the limiting values of $u_x$ may be related to values on the initial line
\[
u_{x,x}^\pm(t) = \frac{u_x(z_{x_k}^\pm(t), 0)}{1 + tf''(u_k^\pm(t))u_x(z_{x_k}^\pm(t), 0)}.
\]

Now using (2.23), (2.24), (2.25), (2.26), (2.27), in (2.22), we obtain an expression for $M_k(t)$, given by
\[
\left( \frac{f'(u_k^-) - s_k}{1 + tf''(u_k^-)u_x(z_{x_k}^-, 0)} - \rho(z_{x_k}^-, 0)(z_{x_k}^-, 0) \right)
\cdot \left[ - \frac{m_k}{f''(\zeta(s_k))} \left( \frac{f'(u_k^-)(u_k^- - u_k^+) - f(u_k^-)}{(u_k^- - u_k^+)^2} u_x(z_{x_k}^-, 0) \right) \right]
\]
\[
- \rho(z_{x_k}^-, 0)(z_{x_k}^-, 0) \right] + \left( \frac{s_k - f'(u_k^+)}{1 + tf''(u_k^+)(z_{x_k}^+, 0))} \right) \left[ - \frac{m_k}{f''(\zeta(s_k))} \right]
\]
\[
\cdot \left( \frac{f'(u_k^+)(u_k^+ - u_k^-) + f(u_k^+)}{(u_k^+ - u_k^-)^2} u_x(z_{x_k}^+, 0) + \rho(z_{x_k}^+, 0)(z_{x_k}^+, 0) \right).
\]

Using the strict convexity of $f$ and the entropy condition (2.2) or (2.3) in (2.28), (2.22) assumes a form
\[
M_k(t) = -A^- B^- + A^+ B^+,
\]
\[
A^- = \frac{f'(u_k^-) - s_k}{1 + tf''(u_k^-)u_x(z_{x_k}^-, 0))},
\]
\[
B^- = C^- m_k u_x(z_{x_k}^-, 0) + \rho(z_{x_k}^-, 0)(z_{x_k}^-, 0),
\]
\[
A^+ = \frac{s_k - f'(u_k^+)}{1 + tf''(u_k^+)(z_{x_k}^+, 0))},
\]
\[
B^+ = \rho(z_{x_k}^+, 0)(z_{x_k}^+, 0) + C^+ m_k u_x(z_{x_k}^+, 0).
\]
where the $C^\pm$, depending on $u_k^\pm$ and $s_k$, are positive, bounded above and below using the strict convexity of $f$ and the entropy condition (2.2) or (2.3).

From the entropy condition and the fact that the characteristics from $(z_k^+,0)$ reach the shock curve $\Gamma_k$, it follows that the factors $A^\pm$ in (2.29) are defined (except possibly on a set of measure zero in $I_k$) and positive.

The initial densities $\rho(z_k^+(t),0), t \in I_k$, can now be chosen, strictly positive and bounded, so that $M_k(t)$ given in (2.29) vanishes for almost all $t$, i.e. wherever $A^\pm$ are defined. At each $t \in I_k$, the choice of $\rho(z_k^+(t),0)$ depends on the signs of the $u_x(z_k^+(t),0)$. We use $m_k(t) \geq 0$ throughout.

For $u_x(z_k^+(t),0)$ both negative or zero, $\rho(z_k^+(t),0) > 0$ can be chosen so that $B^+$ and $B^-$ vanish.

For $u_x(z_k^+(t),0) > 0$ but $u_x(z_k^-(t),0) \leq 0$, $A^+$ is bounded; choose $\rho(z_k^+(t),0) > 0$ otherwise arbitrary. From (2.29), $B^+ > 0$, so

\begin{equation}
\rho(z_k^-,0) = -\frac{C^- u_x(z_k^-,0)}{u_k^- - \zeta(s_k)} m_k + \frac{A^+ B^+}{A^-(u_k^- - \zeta(s_k))}
\end{equation}

makes $M_k(t)$ vanish. The case of $u_x(z_k^-(t),0) > 0, u_x(z_k^-(t),0) > 0$ is completely similar.

For $u_x(z_k^\pm(0))$ both positive, (2.29) is rewritten as

\begin{equation}
M_k(t) = (A^+ C^+ u_x(z_k^+,0) - A^- C^- u_x(z_k^-,0)) m_k
\end{equation}

- $A^-(u_k^- - \zeta(s_k)) \rho(z_k^-,0) + A^+(\zeta(s_k) - u_k^+) \rho(z_k^+,0)$.

In (2.31), $A^\pm$ are now both bounded and the last two terms are of opposite sign. Therefore for the first right-hand factor in (2.31) positive (negative), choose $\rho(z_k^+,0) > 0$ ($\rho(z_k^-,0) > 0$) arbitrarily and find $\rho(z_k^-,0) > 0$ ($\rho(z_k^+,0) > 0$) so that the right side of (2.31) vanishes.

From (2.29), the only way that the $\rho(z_k^\pm(0))$ obtained in this manner could fail to be bounded is that $m_k/(u_k^- - u_k^+)$ is not bounded.

From (2.17), $m_k$ is bounded from above. As shocks in the solution of (1.5) never disappear in finite time, $m_k/(u_k^- - u_k^+)$ is bounded except possibly in the neighborhood of a point $(x, t)$ where $\Gamma_k$ originates.

From (2.15)

\begin{equation}
u_k^-(t) - u_k^+(t) = u(z_k^-(t),0) - u(z_k^+(t),0)
\end{equation}

\begin{equation}
= - \int_{z_k^-(t)}^{z_k^+(t)} u_x(x,0) dx
\end{equation}

and as the shock form after time $t < \tau$, for $x$ in a neighborhood of $z_k^\pm(t)$ we have

\begin{equation}
-u_x(x,0) > \frac{1}{\tau \sup f''(u)}
\end{equation}

for $u$ in a neighborhood of $u(z_k^\pm(t),0)$.

Now from (2.17), (2.32), (2.33), for $t - \ell$ small,

\begin{equation}
\frac{m_k(t)}{u_k^-(t) - u_k^+(t)} \leq \tau \sup \rho(x,0) \sup f''(u(x,0))
\end{equation}

for $x$ in a neighborhood of $z_k^\pm(t)$. 
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Finally, we consider (2.7) in the case where the support of $\theta$ includes a shock collision point $Q_j = (x, t)$ with $k_1, \ldots, k_n$ denoting the $n$ colliding shocks and $j$ the single resulting shock, using (1.5).

Adopting the convention $x_{k_i} < x_{k_{i+1}}$, $i = 1, \ldots, n - 1$, and using (2.16) we have
\begin{align}
(2.35) & \quad x_j(t + 0) = x_k(t^0 - 0), i = 1, \ldots, n, \\
(2.36) & \quad z_j^-(t + 0) = z_k^-(t^0 - 0), \\
(2.37) & \quad z_{k_i}^+(t - 0) = z_{k_{i+1}}^-(t^0 - 0), i = 1, \ldots, n - 1, \\
(2.38) & \quad z_{k_n}^+(t - 0) = z_j^+(t^0).
\end{align}

From (2.36), (2.37), (2.38) and (2.17), we recover conservation of mass
\begin{equation}
(2.39) \quad m_j(t^0 + 0) = \sum_{i=1}^{n} m_{k_i}(t^0 - 0)
\end{equation}
as expected from (1.3).

We may assume that the $\rho(z_j^+ - 0), \rho(z_{k_i}^+ - 0)$ are determined so that $M_j(t) = 0$ for $t > \tilde{t}$ and $M_{k_i}(t) = 0$ for $t < \tilde{t}, i > 1, \ldots, n$. Nonetheless there will be an additional contribution to the integral (2.7), arising from the jump discontinuity in $X_t(y, t)$ at $t = \tilde{t}$ for $z_j^-(\tilde{t}) < y < z_j^+(\tilde{t})$.

This additional term in (2.7) may be written
\begin{align}
\lim_{\varepsilon \to 0} & \int_{\tilde{t} - \varepsilon}^{\tilde{t} + \varepsilon} \int \theta(X(y, t), t) \zeta(X_t(y, t)) d\mu(y) dt \\
= & \theta(\bar{x}, \tilde{t}) \int \zeta(X_t(y, \tilde{t} + 0)) - \zeta(X_t(y, \tilde{t} - 0)) d\mu(y) \\
= & \theta(\bar{x}, \tilde{t}) \left[ m_j(\tilde{t} + 0) \zeta(s_j(\tilde{t} + 0)) - \sum_{i=1}^{n} m_{k_i}(\tilde{t} - 0) \zeta(s_{k_i}(\tilde{t} - 0)) \right].
\end{align}

It is thus required that the factor in brackets in (2.40) vanish, as expected from (1.4). The vanishing of (2.40) is compatible with (2.39) if and only if the $m_{k_i}(\tilde{t} - 0)$ satisfy
\begin{equation}
(2.41) \quad \sum_{i=1}^{n} m_{k_i}(\tilde{t} - 0) \left( \zeta(s_j(\tilde{t} + 0)) - \zeta(s_{k_i}(\tilde{t} - 0)) \right) = 0.
\end{equation}

From the strict convexity of $f$ and (2.1), we have
\begin{equation}
(2.42) \quad s_{k_1}(\tilde{t} - 0) > s_j(\tilde{t} + 0) > s_{k_n}(\tilde{t} - 0),
\end{equation}
so (2.41) can be achieved by a positive scaling of the $m_{k_i}(\tilde{t} - 0)$, replacing the initial density $\rho(\cdot, 0)$ in the interval $z_j^-(\tilde{t}) < y < z_j^+(\tilde{t})$ by
\begin{equation}
\rho(y, 0) = a_i \rho(y, 0), z_{k_i}^-(\tilde{t}) < y < z_{k_i}^+(\tilde{t}), i = 1, \ldots, n,
\end{equation}
with the $a_i > 0$ chosen so that (2.41) holds with the $m_{k_i}(\tilde{t} - 0)$ replaced by $a_i m_{k_i}(\tilde{t} - 0)$. For the case $n = 2$, this uniquely determines $a_2/a_1$; otherwise additional freedom exists.
Since each of the terms in \( M_k(t) \) in (2.28) or (2.29) is linear in \( m_k, \rho(z_k^+, 0) \), such a uniform scaling (2.43) on each shock separately will not affect the vanishing of the \( M_k(t) \).

Thus (2.7) holds for any continuous test function \( \theta \) and the proof is complete. \( \square \)

3. Initial density

The initial density \( \rho(\cdot, 0) \) described in the previous section is by no means unique, but it is fairly easily characterized. In particular, the value of \( \rho(x_0, 0) \) is arbitrary for all \( x_0 \) such that the characteristic

\[
(3.1) \quad x = x_0 + t f'(u(x_0, 0)), 0 < t < \tau,
\]

does not intersect any shock curve.

For \((x_\ell(\tau), \tau)\) a point on a shock curve \( \Gamma_\ell \), let \( L \) denote the connected subset of shock curves (including collision points and points where shocks form spontaneously) containing the point \((x_\ell(\tau), \tau)\). We shall regard \( L \) as a tree, working backward in time.

We regard the collision of more than two shocks at a point \( Q_j \), and the spontaneous formation of a shock with nonzero initial mass \((z_k^-(\ell) < z_k^+(\ell) \) for a shock forming at \((x_k(\ell), \ell)\) as exceptional events, as they occur only under special conditions on the initial velocity function \( u(\cdot, 0) \).

**Theorem 3.1.** Assume that the corresponding \( m_k \in C^1(I_k \rightarrow \mathbb{R}^+ ) \) for each \( \Gamma_k \subset L \) is specified. Assume that at points \((x, \ell) \in L \) where shocks form spontaneously, they do so with zero initial mass, that is, \( m_k(\ell + 0) = 0 \) and \( z_k^- (\ell + 0) = z_k^+ (\ell + 0) \) where \( x_k(\ell + 0) = x \). Assume in addition that only two shocks collide at all collision points \( Q_j \in L \), and that the limiting masses at the collision points satisfy (2.39) and (2.40).

Then the initial density \( \rho(\cdot, 0) \) is uniquely determined in the interval \( z_k^- (\tau) < x < z_k^+ (\tau) \) by the requirement that the admissible weak solution of (1.5) be compatible with the entropy weak solution of (1.3), (1.4).

Furthermore, the obtained initial density will be strictly positive if and only if

\[
(3.2) \quad \frac{dm_k(t)}{dt} > \frac{m_k(t)}{u_k(t) - \zeta(s_k(t))} \frac{d\zeta(s_k(t))}{dt},
\]

and

\[
(3.3) \quad \frac{dm_k(t)}{dt} > -\frac{m_k(t)}{\zeta(s_k(t)) - u_k(t)} \frac{d\zeta(s_k(t))}{dt}.
\]

**Remark.** At point \((x_k(\ell), \ell) \) where a shock forms spontaneously with \( z_k^+(\ell) = z_k^-(\ell) \), we require \( m_k(\ell) = 0 \). Then as \( m_k(t)/(u_k(t) - u_k^+(t)) \) and \( d\zeta(s_k(t))/dt \) are bounded, the conditions (3.2) and (3.3) can always be satisfied. For two shocks colliding at \( Q_j \), (2.39) and (2.40) uniquely determine the limiting masses of the two incoming shocks depending on the limiting mass of the outgoing shock. Should \( n > 2 \) shocks collide at \( Q_j \) in \( L \), then as it suffices that shock mass and momentum by conserved at \( Q_j \) there will be an additional \( n - 2 \) degrees of freedom in \( \rho(\cdot, 0) \). And should a shock form spontaneously at \((x_k(\ell), \ell) \) with finite initial mass, i.e. \( z_k^- (\ell) < z_k^+ (\ell) \) and thus \( m_k(\ell) > 0 \), then \( \rho(\cdot, 0) \) is arbitrary in the interval \( z_k^- (\ell) < x < z_k^+ (\ell) \), subject only to (2.17).
Proof. At any point \((x_k(t), t) \in \Gamma_k\) (not a collision point) and any \(\Gamma_k \subset L\), denote
\[
\alpha = \rho_k^- (f'(u_k^-) - s_k), \beta = \rho_k^+ (s_k - f'(u_k^+)).
\]

Using (1.3), (1.5), the values of \(\rho_k^\pm\) are related to those on the initial line by
\[
(3.4) \quad \rho_k^\pm = \frac{\rho(z_k^\pm, 0)}{1 + t f''(u_k^\pm) u_x(z_k^\pm, 0)}
\]
so that using the entropy condition (2.2), \(\rho(z_k^\pm, 0)\) will both be positive if \(a, \beta\) are.

Now from (2.23), (2.26), (2.27) and (3.5)
\[
(3.6) \quad \alpha + \beta = \frac{dm_k(t)}{dt},
\]
and from (2.24), (2.26), (2.27), and (3.5)
\[
(3.7) \quad \alpha(u_k^- - \zeta(s_k)) - \beta(\zeta(s_k) - u_k^+) = m_k(t) \frac{d\zeta(s_k(t))}{dt}.
\]

Given \(m_k\) as a function of \(t\) on \(\Gamma_k\), the right sides of (3.5), (3.6) are determined. The solvability of (3.6), (3.7) for \(a, \beta\) is assured by the entropy conditions (2.2), (2.3), and the conditions (3.2), (3.3) are necessary and sufficient for \(a, \beta\) so obtained to be positive. This completes the proof.
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