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Abstract. The conjectures of Zariski–Lipman and of Nakai are still open in general in the class of rings essentially of finite type over a field of characteristic zero. However, they have long been known to be true in dimension one. Here we give counterexamples to both conjectures in the class of one-dimensional pseudo-geometric local domains that contain a field of characteristic zero. Likewise, in connection with a recent result of Traves on the Nakai conjecture, we also show that their hypothesis of finite generation of the integral closure cannot be removed even in the class of local domains containing a field of characteristic zero.

Introduction

Let $A$ be a commutative ring and let $k \subset A$ be a subring. The set $\text{End}_k(A)$ of $k$-module endomorphisms of $A$ is an $A$-module in the usual way whereby scalar multiplication $a \cdot (a \in A, p \in \text{End}_k(A))$ is to be taken as the composite $\mu_a \circ p$, with $\mu_a$ denoting multiplication by $a$. Given an integer $r \geq 0$, let $\text{Diff}_r^k(A) \subset \text{End}_k(A)$ denote the $A$-submodule consisting of the differential operators of order $\leq r$ of the $k$-algebra $A$. The traditional reference for differential operators of algebras is [3]. One has $\text{Diff}_0^k(A) = A$ and $\text{Diff}_r^k(A) = A \oplus \text{Der}_r^k(A)$ for every $r \geq 1$, where $\text{Der}_r^k(A)$ is the module of (higher) derivations of order $\leq r$ of $A$ as introduced in [8]. For many a purpose the following submodule is sufficient. Namely, one lets $\text{der}_r^k(A) \subset \text{Der}_r^k(A)$ stand for the $A$-submodule generated by the composites of $r$ ordinary derivations (i.e., elements of $\text{Der}_1^k(A)$). Clearly, $\text{der}_1^k(A) = \text{Der}_1^k(A) = \text{der}_k^k(A)$, which is isomorphic to the $A$-dual of the $A$-module of Kähler differentials $\Omega_k(A)$. One of the earliest results was to the effect that if $A$ is a regular ring essentially of finite type over a field $k$, then $\Omega_k(A)$ (hence also $\text{der}_k^k(A)$) is $A$-projective and, provided $k$ has characteristic zero, the equality $\text{der}_r^k(A) = \text{Der}_r^k(A)$ holds for all $r \geq 1$.

Various converse-like questions can be naturally posed, the most celebrated of which are:

1. (The Nakai conjecture) If $A$ is a ring essentially of finite type over a field $k$ of characteristic zero such that $\text{der}_r^k(A) = \text{Der}_r^k(A)$ for all $r \geq 1$, then $A$ is regular.
(2) (The Zariski–Lipman conjecture) If \( A \) is a ring essentially of finite type over a field \( k \) of characteristic zero such that \( \text{der}_k(A) \) is \( A \)-projective, then \( A \) is regular.

These conjectures have an interesting history and have been verified for several classes of rings over a field \( k \) of characteristic zero. For example, it has been shown by Mount and Villamayor (\[7\]) that Nakai’s conjecture is true in dimension one. On the other hand, Lipman noted quite early (cf. [4]) that under the assumption of the Zariski–Lipman conjecture the ring \( A \) is at least normal. In the same vein, Traves has recently proved that if \( A \) is a local domain satisfying the equalities \( \text{der}_r(A) = \text{Der}_r(A) \) for all \( r \geq 1 \), such that its integral closure \( A' \) is a finite \( A \)-module and \( \text{der}_r(A') \)-simple, then \( A \) is normal (cf. [11]). A consequence of this, as he observed, is a new proof of Nakai’s conjecture in dimension one.

In this paper one first looks at the feasibility of extending the Nakai conjecture beyond the class of rings \( A \) whose integral closure is not a finite \( A \)-module. The main result here is an example showing that such an extension is not possible even for rings of dimension one. The example itself is due to Goodearl and Lenagan ([2]), and later reformulated by Maloo ([6]) in a way that will be convenient for our purpose. This example was originally looked upon from a slightly different perspective. Here we consider it from the viewpoint of higher derivations and the Nakai conjecture. As it turns out, there will be quite a few nontrivial things to be proved.

Then one considers the possibility of extending the realm of Nakai’s conjecture to the class of one-dimensional pseudo-geometric rings. Here too one shows, by means of an example, that such an extension is not possible. The same example is also suited to show that the Zariski–Lipman conjecture cannot be extended to a larger class of rings that include the one-dimensional pseudo-geometric rings.

1. THE FIRST EXAMPLE

We recall Maloo’s description of the Goodearl–Lenagan local domain.

Let \( k \) be a field of characteristic zero and let \( Y = \exp(X) = \sum_{n \geq 0} X^n/n! \in k[[X]] \). Since \( k(X,Y) \) is a purely transcendental extension of \( k \) of transcendence degree 2, one has the ordinary partial derivatives \( \partial_X, \partial_Y \in \text{der}_k(k(X,Y)) \).

Set \( B = k[[X]] \cap k(X,Y) \). Clearly, \( B \) is a rank one discrete valuation ring with \( B[1/X] = k(X,Y) \) and maximal ideal generated by \( X \) (or \( Y - 1 \)). Let \( d_X \in \text{der}_k(k[[X]]) \) be the unique \( k \)-derivation sending \( X^i \) to \( iX^{i-1} \). Since \( d_X(X) = 1 \) and \( d_X(Y) = d_X(\exp(X)) = \exp(X) = Y \in k[X,Y] \), \( d_X \) induces a \( k \)-derivation of the polynomial ring \( k[X,Y] \), hence also a \( k \)-derivation \( d \) of its field of fractions \( k(X,Y) \).

One easily sees that \( d(B) \subset B \) (hence \( d \in \text{der}_k(B) \)) and that \( d = \partial_X + Y\partial_Y \).

Set \( A = \{ b \in B \mid \partial_Y(b) \in B \} \). Obviously, \( k[X,Y] \subset A \) and \( \partial_Y(A) \subset B \). As in [5, Example], one can show that \( A \) is a nonnormal one-dimensional local domain whose integral closure \( A' \) is \( B \).

Recall that, quite generally, if \( B \) is a \( k \)-algebra and if

\[
\mathcal{D} \subset \text{Der}_k^\infty(B) = \bigcup_{n \geq 0} \text{Der}_k^n(B),
\]

then \( B \) is said to be \( \mathcal{D} \)-simple if for every nonzero ideal \( I \) of \( B \) there exists \( d \in \mathcal{D} \) such that \( d(I) \not\subset I \). As the minimal prime ideals of a \( \mathcal{D} \)-stable ideal are \( \mathcal{D} \)-stable,
this definition is equivalent to the following: for every nonzero prime ideal \( \mathfrak{p} \) of \( B \), there exists \( d \in D \) such that \( d(\mathfrak{p}) \not\subset \mathfrak{p} \).

Our result in this section is the following.

(1.1) Theorem. With the above notation, \( A \) is a one-dimensional local domain with integral closure \( A' \) satisfying the following conditions:

(i) \( A' \) is \( \text{Der}_k^\infty(A') \)-simple.
(ii) \( A' \) is not a finite \( A \)-module.
(iii) \( \text{der}_n^a(A) = \text{Der}_k^a(A) \) for every \( n \geq 0 \).

Proof. (i) Since \( A' \) is a discrete valuation ring, its maximal ideal is the only nonzero prime ideal of \( A' \). On the other hand, this ideal is generated by \( X \) and we have seen that \( d \) is a \( k \)-derivation of \( A' \) with \( d(X) = 1 \). Therefore, \( A' \) is \( \{d\} \)-simple, hence certainly \( \text{Der}_k^\infty(A') \)-simple.

(ii) We claim that the \( k \)-derivation \( d \in \text{der}_k(B) \) restricts to a \( k \)-derivation of \( \text{der}_k(A) \). Indeed, one has \([\partial_Y, d] = \partial_Y \) as \( k \)-derivations of \( k(X, Y) \) since they attain the same values on the field generators. \( \partial_Y(d(a)) = [\partial_Y, d](a) + d(\partial_Y(a)) = \partial_Y(a) + d(\partial_Y(a)) \in B \), hence \( d(a) \in A \) by definition. On the other hand, the proof of (i) actually showed that \( A \) is \( \text{der}_k(A) \)-simple. By [10], \( A' \) is not a finite \( A \)-module.

(iii) This is by far the main bulk of the theorem. By the proof of (ii), \( d \in \text{der}_k(A) \). The assertion will then follow from the following result which may have independent interest.

(1.2) Proposition. Keeping the above notation, let \( \Delta \in \text{der}_k(A) \) denote the restriction of \( d \) to \( A \). Then, for every \( n \geq 1 \), \( \text{Der}_k^n(A) \) is a free \( A \)-module with basis \( \{\Delta, \Delta^2, \ldots, \Delta^n\} \).

For the proof one uses the following technical lemmas, keeping the above notation throughout.

(1.3) Lemma. For any integers \( i, j \geq 0 \), \( m \geq 1 \), the following equalities hold in \( B = A' \):

\[
[\ldots [[d^i \circ \partial_Y^j, X], X], \ldots, X] = \begin{cases}
  (i - 1) \cdots (i - m + 1) d^{i-m} \circ \partial_Y^j & \text{if } i > m, \\
  i! \partial_Y^j & \text{if } i = m, \\
  0 & \text{if } i < m.
\end{cases}
\]

Proof. Since \([\partial_Y, X] = \partial_Y(X) = 0 \), it follows that

\[
[\ldots [[d^i \circ \partial_Y^j, X], X], \ldots, X] = [\ldots [[d^i, X], X], \ldots, X] \circ \partial_Y^j.
\]

As \( d(X) = 1 \), then \([d^i, X] = id^{i-1} \).

Now apply induction on \( m \). \( \square \)

(1.4) Lemma. The set \( \{d^i \circ \partial_Y^j, 0 \leq i, j, 1 \leq i + j \leq n\} \) is a basis of the \( k(X, Y) \)-vector space \( \text{Der}_k^n(k(X, Y)) \). Furthermore, given \( D \in \text{Der}_k^n(k(X, Y)) \), if one writes \( D = E + F \) with \( E \in \sum_{i=1}^n k(X, Y) d^i \) and \( F \in \sum_{j \geq 1} k(X, Y) d^i \circ \partial_Y^j \), then:

(a) \( D(A) \subset A \Rightarrow E \in \sum_{i=1}^n A d^i \) and \( F(A) \subset A \),
(b) \( F(A) \subset A \) and \( F \in \sum_{i=1}^n k(X, Y) \partial_Y^j \Rightarrow F = 0 \).

Proof. The first result involves an elementary transformation of the canonical basis \( \{\partial_X \circ \partial_Y^j, 0 \leq i, j, 1 \leq i + j \leq n\} \) of \( \text{Der}_k^n(k(X, Y)) = \text{der}_k^n(k(X, Y)) \). In fact, as
we have seen before, \( \partial_X = d - Y \partial_Y \). Note the semi-commutation rule \( \partial_Y \circ d^j = (i \mathcal{J} + d)^j \circ \partial_Y \). (where \( \mathcal{J} \) denotes the identity operator), which follows by a direct computation:

\[
\partial_Y \circ d^j = \partial_Y \circ (\partial_X + Y \partial_Y)^j
\]

\[
= \partial_Y \circ \left( \sum_{k=0}^{j} \binom{j}{k} Y^k \partial_Y \right)^j
\]

\[
= \left( \sum_{k=0}^{j} \binom{j}{k} Y^k \partial_Y + i \mathcal{J} \right)^j \circ \partial_Y
\]

\[
= (d + i \mathcal{J})^j \circ \partial_Y.
\]

Then, a calculation using this rule yields that the vectors of the canonical basis are \( k(X,Y) \)-linear combinations of vectors of the proposed set. Since the two sets have the same number of elements, one is through.

So, now let \( D = E + F \) be as prescribed in the statement of the lemma. In order to prove (a), write \( E = \sum_{i=1}^{n} h_i d^i \). Since \( X \in A \) then \( h_1 = D(X) \in A \). A recursion applying \( D \) to the successive powers of \( X \) yields \( h_i \in A \) for \( i = 1, \ldots, n \). Since \( d \) restricts to \( A \), one gets \( E(A) \subset A \) and, consequently, \( F(A) \subset A \).

In order to prove assertion (b), write \( F = \sum_{j=1}^{n} h_j \partial_Y^j \). By an entirely similar recursion, this time around applying \( F \) to the powers of \( Y = \exp(X) \), one sees that the coefficients \( h_j \) belong to \( A \).

We will set up an inductive procedure to show that these coefficients vanish.

For any \( m \geq 1 \), write \( Y_m = \exp(X) - \sum_{i=1}^{m} X^i/i! = X^{m+1}/(m+1)! + \cdots \) and \( f^{(2)}_m = Y_m^2/X^m \). Clearly, \( f^{(2)}_m \in k[[X]] \cap k(X, \exp(X)) = A' \). Moreover, \( \partial_Y (f^{(2)}_m) = 2Y_m/X^m \) since \( \partial_Y(Y_m) = \partial_Y (Y) = 1 \). By definition, \( f^{(2)}_m \in A \), hence \( f^{(2)}_m \in A \) by the assumption of item (b). Since \( F(f^{(2)}_m) = 2h_1 Y_m/X^m + 2h_2/X^m \) and \( h_1 Y_m/X^m \in A' \) (as \( h_1 \in A \subset A' \)), it follows that \( h_2/X^m \in A' \). Since this holds for all \( m \geq 1 \), \( h_2 \in \bigcap_{m \geq 1} A'X^m = 0 \). This shows that at least \( h_2 \) vanishes and also that \( h_1 Y_m/X^m \in A \). Again, by definition of \( A \), \( \partial_Y(h_1 Y_m/X^m) \in A' \). But \( \partial_Y(h_1 Y_m/X^m) = \partial_Y(h_1) Y_m/X^m + h_1/X^m \) and \( \partial_Y(h_1) Y_m/X^m \in A' \) (as \( h_1 \in A \Rightarrow \partial_Y(h_1) \in A' \) and, as shown above, \( Y_m/X^m \in A' \)). It follows that \( h_1/X^m \in A' \); hence \( h_1 = 0 \) as \( m \geq 1 \) is arbitrarily large.

Now assume that \( i \geq 3 \) and that \( h_1 = \ldots = h_{i-1} = 0 \) by the inductive assumption. For any \( m \geq 1 \), write \( g^{(i)}_m = Y_m^{i}/X^m \). As before, \( g^{(i)}_m \) belongs to \( A' \) and so does \( \partial_Y(g^{(i)}_m) = iY_m^{i-1}/X^m \); hence \( g^{(i)}_m \in A \) and, by the standing assumption of this item, \( F(g^{(i)}_m) \in A \). But \( \partial_Y(g^{(i)}_m) = i! h_i/X^m \) and \( \partial_Y^{i+1}(g^{(i)}_m) = 0 \). Therefore, \( i! h_i/X^m = F(g^{(i)}_m) \in A \). Since \( m \geq 1 \) is arbitrary, \( h_i = 0 \) as was to be shown. \( \square \)

**Proof of Proposition 1.2.** Recall the notation \( \Delta = d|_A \). In order to see that the subset \( \{ \Delta, \ldots, \Delta^n \} \subset \text{Der}^n_k(A) \) is linearly independent over \( A \), let \( a_1 \Delta + \cdots + a_n \Delta^n = 0 \) be an \( A \)-linear relation. Evaluating both sides of this equality successively on the powers of \( X \) yields \( a_1 = \ldots = a_n = 0 \).

We now show that \( \text{Der}^n_k(A) = \sum_{i=1}^n A\Delta^i \). By the [Theorem 15](#), every element of \( \text{Der}^n_k(A) \) extends uniquely to an element of \( \text{Der}^n_k(k(X,Y)) = \text{Der}^n_k(k(X,Y)) \). Therefore, there is a natural identification

\[
\text{Der}^n_k(A) = \{ D \in \text{Der}^n_k(k(X,Y)) | D(A) \subset A \}.
\]
Thus, let $D$ be an element in the right side of the above equality. By Lemma (1.4), one can write $D = E + F$, with $E \in \sum_{n=1}^N A d^n$ and $F(A) \subset A$. To conclude the proof, it suffices to show that $F = 0$. Decompose $F = F_0 + \cdots + F_{n-1}$, with $F_i = \sum_{1 \leq j \leq n-i} h_{ij} d^j \circ \partial_Y^i$ and $h_{ij} \in k(X,Y)$. Write

\[ G_{n-1} = \underbrace{[\ldots [F, X], \ldots, X]}_{n-1 \text{ times}}. \]

Since $F(A) \subset A$ and $X \in A$ then $G_{n-1}(A) \subset A$ as well. By Lemma (1.3), $G_{n-1} = (n-1)! h_{n-1,1} \partial_Y$ holds in $A'$. Then, by Lemma (1.4)(b), $G_{n-1} = 0$. Therefore, $h_{n-1,1} = 0$ and, consequently, $F_{n-1} = h_{n-1,1} d^{n-1} \circ \partial_Y = 0$.

By descending induction, assume that $F_{n-1} = \ldots = F_i = 0$. Write

\[ G_i = \underbrace{[\ldots [F, X], \ldots, X]}_{i \text{ times}}. \]

By the same token as above, $G_i(A) \subset A$, and by Lemma (1.3),

\[ G_i = i! \sum_{1 \leq j \leq n-i} h_{ij} \partial_Y^i. \]

By Lemma (1.4)(b), $G_i = 0$, consequently $F_i = 0$. This shows that $F = 0$ as sought and concludes the proof of the theorem.

\[ \square \]

2. THE SECOND EXAMPLE

Recall that a Noetherian domain $A$ is said to be pseudo-geometric (or a Nagata domain) if for every prime ideal $\mathfrak{p} \subset A$ and every finite field extension $L$ of the field of fractions of $A/\mathfrak{p}$, the integral closure of $A/\mathfrak{p}$ in $L$ is a finite $A/\mathfrak{p}$-module.

The ring given in the previous section is not pseudo-geometric as its integral closure is not a finite module. In this section we give an example of a one-dimensional pseudo-geometric local domain $A$, admitting a coefficient field of characteristic zero, such that $A$ is not integrally closed and $\text{der}_k(A) = 0$. Thus, the Zariski–Lipman conjecture fails to be true in this class of local domains. Moreover, we will show that the Nakai conjecture fails as well in the same class of local domains.

The simplest such example $A$ admitting a coefficient field $k$ could in principle be such that its integral closure $A'$ is a finite free $A$-module of rank 2. Moreover, since $A$ had better not be essentially of finite type over $k$, likewise its field of fractions may be allowed to have a transcendence degree over $k$ which is $\geq 2$. With these guiding principles in mind, we proceed to give one such explicit example.

As preliminaries, let $k$ be a field of characteristic zero and, as in the previous section, let $d_X \in \text{der}_k(k[[X]])$ be the derivation sending $X^i$ to $iX^{i-1}$. Let $\pi \in X^2 k[[X]]$ be an element transcendental over $k(X)$ such that $d_X(\pi) \not\in k(X,\pi)$, e.g., $\pi = \exp(\exp(X) - 1) - X - 1$ will do (cf. [1]). In particular, the subfield $k(X,\pi) \subset k((X))$ is a purely transcendental extension of $k$ of transcendence degree 2. Set $A = (k + X^2 k[[X]]) \cap k(X,\pi) \subset B = k[[X]] \cap k(X,\pi)$.

(2.1) Proposition. With the preceding setting, one has:

(i) The field of fractions of $A$ is $k(X,\pi)$ and the integral closure of $A$ is $B$.
(ii) $A$ is a one-dimensional pseudo-geometric local domain $A$.
(iii) $\text{der}_k(A) = 0$. 
Proof. (i) Since $X = X^3/X^2$, while $X^2, X^3 \in A$ and $\pi \in A$, the first assertion is clear. For the second assertion, note that $B$ is integrally closed as it is a valuation ring. Moreover, clearly, $B = A + AX$, hence $\{1, X\}$ is a set of generators of $B$, showing that $B$ is a finite $A$-module. Combining these data, the second assertion is clear.

(ii) Since $B$ is a discrete valuation ring integral over $A$ then $A$ has dimension one. Furthermore, any one-dimensional domain containing a perfect field $k$ is pseudo-geometric.

(iii) It is well known that for a domain $A$ containing a field of characteristic zero, whose integral closure is a finite $A$-module, every (ordinary) derivation of $A$ extends to a derivation of the integral closure (cf. [10, §3, Theorem]). Therefore, it suffices to show that $\text{der}_k(B) = 0$. Supposing otherwise, one then has $\text{rk} \text{der}_k(B) \geq 1$, hence $\text{rk} \text{der}_k(B) = 1$ since $\dim B = 1$ (cf. [6, Theorem 98]). Then $d_X(B) \subset B$ by [6, Theorem 99], and therefore $d_X(\pi) \in B \subset k(X, \pi)$, a contradiction. 

(2.2) Remark. As a side comment, we note that $B$ is a rank one discrete valuation ring (hence, regular) whose module $\Omega_k(B)$ of Kähler differentials is not free. Indeed, the rank of $\Omega_k(B)$ as $B$-module is the rank of its generic fiber $\Omega_k(B) \otimes_B K$ over $K = k(X, \pi)$. But the latter is 2 since $K$ has transcendence degree 2 over $k$. If $\Omega_k(B)$ were $B$-free it would then have a free $B$-basis with 2 elements which is impossible because its $B$-dual $\text{der}_k(B) = 0$. Of course, behind the scenes is the fact that $\Omega_k(B)$ is an infinitely generated $B$-module.

(2.3) Corollary. Let $A$ be as in Proposition (2.1). Then Zariski–Lipman and Nakai conjectures are both false for $A$.

Proof. By Proposition (2.1), $\text{der}_k(A) = 0$, certainly a free $A$-module, while $A$ is not regular. Therefore, Zariski–Lipman conjecture fails here. For the Nakai conjecture, one shows that the vanishing of the ordinary derivations implies the vanishing of all high order derivations, consequently the equalities $\text{Der}_k^n(A) = \text{der}_k^n(A)$ hold trivially for every $n$ (note that one cannot use the result of [9] as the proof there uses reduction to the normal case since the setting is that of rings essentially of finite type over a field). We choose to isolate this simple general result as a lemma.

(2.4) Lemma. Let $A$ be a commutative ring and let $k \subset A$ be a subring. If $\text{der}_k(A) = 0$, then $\text{Der}_k^n(A) = 0$ for every $n \geq 0$.

Proof. One proceeds by induction on $n$. The assumption implies the case $n = 1$, so let $\text{Der}_k^1(A) = \text{der}_k^1(A) = 0$ for $i \leq n - 1$. Let $a \in A$ and $D \in \text{Der}_k^n(A)$ be arbitrary. Then $[D, a] \in \text{Diff}^{n-1}(A) = A \oplus \text{Der}_k^{n-1}(A) = A$, by definition and by the inductive hypothesis, respectively. It follows that $[[D, a], b] = 0$ for every $b \in A$. Once more, by definition, this means that $D \in \text{Diff}^1_k(A) = A \oplus \text{Der}_k^1(A) = A$. Since $D \in \text{Der}_k^n(A)$, $D$ is just multiplication by $D(1) = 0$.
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