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Abstract. The uncertainty principle in $\mathbb{R}^n$ says that it is impossible for a function and its Fourier transform to be simultaneously very rapidly decreasing. A quantitative assertion of this principle is Hardy's theorem. In this article we prove various generalisations of Hardy's theorem for Riemannian symmetric spaces of the noncompact type. In the case of the real line these results were obtained by Morgan and Cowling-Price.

1. Introduction

The uncertainty principle in harmonic analysis is the paradigm which says that it is impossible for a function and its Fourier transform to be simultaneously very rapidly decreasing. For instance in $\mathbb{R}^n$, the Paley-Wiener theorem tells us that the Fourier transform of an integrable function having compact support extends to an entire function on $\mathbb{C}^n$ and hence it cannot be compactly supported unless the function is zero almost everywhere. One of the very first results generalising this situation is Hardy’s theorem whose statement is the following.

Theorem (Hardy [3, pp. 155–157], [8]). Let $f$ be a measurable function on $\mathbb{R}^n$ and denote by $\hat{f}$ its Fourier transform. If $|f(x)| \leq Ae^{-\alpha|x|^p}$ and $|\hat{f}(\xi)| \leq Be^{-\beta|\xi|^q}$ where $A, B, \alpha, \beta$ are positive constants and $\alpha \beta > 1/4$, then $f = 0$ almost everywhere.

Hardy’s theorem for $\mathbb{R}^n$ also includes a statement for the limiting case $\alpha \beta = 1/4$. We do not discuss that situation here. Hardy’s theorem can be generalised in various directions, e.g. we can have arbitrary conjugate exponent pairs $(p, q)$ and also in the $L^p - L^q$ context where $p$ and $q$ are not necessarily conjugate exponents. These generalisations are the strong version of Morgan’s theorem and the Cowling-Price theorem for $\mathbb{R}^n$, respectively (cf. [2]).

Theorem (Morgan, strong version). Let $f : \mathbb{R}^n \to \mathbb{C}$ be measurable and assume that

1. $|f(x)| \leq Ce^{-\alpha|x|^p}$,
2. $|\hat{f}(\xi)| \leq Ce^{-\beta|\xi|^q}$,

where $C, \alpha, \beta$ are positive constants, $1 < p < \infty$ and $1/p + 1/q = 1$.

If $(\alpha p)^{1/p}(\beta q)^{1/q} > 1$, then $f = 0$ almost everywhere.
Theorem (Cowling-Price). Let $f : \mathbb{R}^n \to \mathcal{C}$ be measurable and assume that
\begin{enumerate}[(1)]
  \item $e^{\alpha |x|^2} f(x) \in L^p(\mathbb{R}^n)$,
  \item $e^{\beta |\xi|^2} \hat{f}(\xi) \in L^q(\mathbb{R}^n),$
\end{enumerate}
where $\alpha, \beta$ are positive constants and $1 \leq p, q \leq \infty$.

If $\alpha \beta > 1/4$, then $f = 0$ almost everywhere.

Remark 1.1. The two theorems above are not stated exactly in this form in [2]. However they may be derived rather easily from Beurling’s theorem, namely Theorem 1.2 in [2]. We omit the details.

The aim of this article is to prove the exact analogues of these two theorems for Riemannian symmetric spaces of the noncompact type. We will state our results in the next section where we will introduce the necessary notation.

2. Notation and statement of results

If $V$ is a finite dimensional real vector space, $V^*$ will denote its dual and $V'_C$ its complexification. If $\lambda \in V'_C$, then Re $\lambda$ (resp. Im $\lambda$) will denote the real (resp. imaginary) part of $\lambda$. Let $G$ be a connected noncompact semi-simple Lie group with finite centre, $K \subset G$ a maximal compact subgroup, $\theta$ the corresponding Cartan involution and $X = G/K$ the associated Riemannian symmetric space of the noncompact type. We will often identify (complex-valued) functions on $X$ with their pullbacks to $G$ without further comment. We recall that $G$ has Iwasawa decomposition $G = KAN$ and Cartan decomposition $G = K \text{Cl}(A^+)K$ where Cl stands for closure. We denote the Lie algebra of $G$ by $\mathcal{G}$. Analogous notation will be used for Lie algebras of subgroups of $G$. The Killing form of $\mathcal{G}$ will be denoted by $B$. The inner product on $\mathcal{A}$ as well as that on $\mathcal{A}^*$ induced by the Killing form will be indicated by $(\cdot, \cdot)$ and the corresponding norm by $| \cdot |$. We will denote by $M$ the centraliser of $A$ in $K$, and by $B = K/M$ the ‘boundary’ of the symmetric space $X$. Let $\Sigma(G, A)$ be the set of restricted roots. $m_\alpha$ will be the multiplicity of the (restricted) root $\alpha$. We choose, once and for all, a set of positive restricted roots which we denote by $\Sigma^+$. The subset of positive indivisible restricted roots will be denoted by $\Sigma_0^+$. As usual, $\rho$ will stand for the half-sum of the positive restricted roots, counted with multiplicities. The symbol $W$ will be used for the (little) Weyl group.

Let $o = eK$ denote the ‘origin’ in $X$ and let $d$ be the distance function on $X$ induced by the Riemannian metric of $X$. Let $\sigma : G \to \mathcal{R}$ be the function $\sigma(g) = d(o, gK)$. The function $\sigma$ is nonnegative, continuous, $K$-bi-invariant and $\sigma(g) = \sigma(g^{-1})$ for all $g \in G$. Furthermore, $\sigma(\exp H) = |H| = \mathcal{B}(H, H)^{1/2}$ for all $H \in \mathcal{A}$.

We denote by $dx$ the $G$-invariant measure on $X$ and by $dk$ the normalised Haar measure of $K$. Let $db$ be the $K$-invariant probability measure on $B$. We denote by $da$ (resp. $dn$) the Haar measure on $A$ (resp. $N$). Finally $d\lambda$ will denote Lebesgue measure on $\mathcal{A}^*$. These are all normalised as in [5] pp. 100–101 to which we refer for further explanation.

We will employ Helgason’s definition of the Fourier transform on $X$ ([5], Chapter 3), which is the appropriate Fourier transform in this context. Let $H : G \to \mathcal{A}$ be the Iwasawa projection and let $A : X \times B \to \mathcal{A}$ be given by $A(x, b) = -H(g^{-1}k)$ for $x = gK \in X$ and $b = kM \in B$. Then $A$ is real analytic. We recall that if $f$ is a
(complex-valued) function on \( X \), the Fourier transform \( \hat{f} \) is defined by
\[
\hat{f}(\lambda, b) = \int_X f(x) e^{-i\lambda \cdot x} \, dx
\]
for all \( \lambda \in \mathcal{A}_x^* \) and \( b \in B \) for which this integral converges.

We will also need the Radon transform on \( X \) and its relation with the Fourier transform. The Radon transform of a function \( f \) on \( X \) will be denoted by \( Rf \). It is defined by
\[
Rf(b, a) = Rf(kM, a) = e^{\log a} \int_N f(kan \cdot o) \, dn.
\]
If \( f \in L^1(X) \), then \( Rf \in L^1(B \times A; db \, da) \) and \( f \to Rf \) is a continuous linear map of \( L^1(X) \) into \( L^1(B \times A) \). This can be easily seen by considering the function
\[
f^k(x) = \int_K f(k \cdot x) \, dk.
\]
Now \( f^k \) is \( K \)-invariant and the Abel transform \( A : L^1(K \setminus G/K) \to L^1(A)^W \) is a continuous linear map. Furthermore, \( R \) is injective ([5, p. 104]).

\[\text{Remark 2.1.} \text{ Our definition of the Radon transform differs from that in [5] by the factor } e^{\log a}. \text{ Our definition is well adapted to our needs and has been previously employed in [1]. In particular if } f \in L^1(X) \text{ is } K \text{-invariant, then } Rf \text{ coincides with the Abel transform } A f \text{ of } f.\]

Perhaps the most important property of the Radon transform is the following ([5, p. 276]). For suitably decaying functions \( f \) on \( X \), the Fourier transform \( \hat{f} \) is the \( A \)-Euclidean Fourier transform of its Radon transform \( Rf \), i.e.,
\[
\hat{f}(\lambda, b) = F(Rf)(\lambda, b) = \int_A Rf(b, a) e^{-i\lambda \cdot a} \, da.
\]
Here \( F \) denotes the Euclidean Fourier transform on \( A \).

We will utilise the above connection between the Fourier transform and the Radon transform repeatedly. We are now in a position to state our results.

**Theorem 1.** Let \( f : X \to \mathcal{C} \) be measurable and assume that for all \( x \in X \), \( \lambda \in \mathcal{A}_x^* \) and \( b \in B \) we have
\[
\begin{align*}
(1) \quad & f(x) \leq C e^{-\alpha \sigma^p(x)}, \\
(2) \quad & |\hat{f}(\lambda, b)| \leq C e^{-\beta |\lambda|^q},
\end{align*}
\]
where \( C, \alpha, \beta \) are positive constants, \( 1 < p < \infty \) and \( 1/p + 1/q = 1 \).

If \( (\alpha p)^{1/p} (\beta q)^{1/q} > 1 \), then \( f = 0 \) almost everywhere.

**Theorem 2.** Let \( f : X \to \mathcal{C} \) be measurable and assume that for positive constants \( \alpha \) and \( \beta \) we have
\[
\begin{align*}
(1) \quad & e_\alpha f \in L^p(X), \\
(2) \quad & e_\beta \hat{f} \in L^q(A^* \times B : |c(\lambda)|^{-2} \, d\lambda \, db),
\end{align*}
\]
where \( 1 \leq p, q \leq \infty \), \( e_\alpha (x) = e^{\alpha |x|^2} \) and \( e_\beta (\lambda) = e^{\beta |\lambda|^2} \).

If \( \alpha \beta > 1/4 \), then \( f = 0 \) almost everywhere.
3. PROOF OF THE THEOREMS

As mentioned earlier we will reduce the theorems to the Euclidean situation via the Radon transform. We will first prove the following proposition.

**Proposition 1.** Let $f$ be as in Theorem 1. For each $\alpha^1$ with $0 < \alpha^1 < \alpha$, there exists a constant $E > 0$ such that $|Rf(b, a)| \leq Ee^{-\alpha^1 \sigma^p(a)}$ for all $(b, a) \in B \times A$.

**Proof.** By the definition of $Rf$ we have

$$|Rf(b, a)| \leq e^{p(\log a)} \int_N |f(kan.o)|dn$$

$$\leq Ce^{p(\log a)} \int_N e^{-\alpha \sigma^p(an)}dn \quad \text{(since $\sigma$ is $K$-invariant)}$$

$$= Ce^{p(\log a)} \int_N \Xi(an) e^{-\alpha \sigma^p(an)} \Xi(an)^{-1} dn,$$

where $\Xi$ is the zonal spherical function with parameter 0.

Let $I$ denote the integral occurring in the last line of the previous formula. Recall that $\sigma(an) \geq \sigma(a)$ for all $a \in A$ and $n \in N$. Hence for any $0 < \alpha^1 < \alpha$, the integral above is $$\leq e^{-\alpha \sigma^p(a)} \int_N \Xi(an) e^{-\epsilon \sigma^p(an)} \Xi(an)^{-1} dn,$$

where $\epsilon = \alpha - \alpha^1$. Now $\Xi(g) \geq e^{-|\rho|\sigma(g)}$ for all $g \in G$, and therefore $\Xi(an)^{-1} \leq e^{|\rho|\sigma(an)}$. Hence

$$I \leq \int_N \Xi(an) e^{-\epsilon \sigma^p(an)} + |\rho|\sigma(an) dn$$

$$= \int_N \Xi(an) e^{-\epsilon \sigma^p(an)} + |\rho|\sigma(an) (1 + \sigma(an))^{-l_1} (1 + \sigma(an))^{l_1} dn,$$

where $l_1$ is any positive integer.

Now

$$D := \sup_{g \in G} e^{-\epsilon \sigma^p(g) + |\rho|\sigma(g)} (1 + \sigma(g))^{l_1} < \infty.$$ 

Therefore

$$I \leq D \int_N \Xi(an) (1 + \sigma(an))^{-l_1} dn.$$ 

Now given any nonnegative integer $m$, there is a positive integer $m_1$ such that for all $a \in A$ we have the estimate (4.1, p. 264)

$$e^{p(\log a)} \int_N \Xi(an) (1 + \sigma(an))^{-m_1} dn \leq \tilde{C} (1 + \sigma(a))^{-m},$$

where $\tilde{C} > 0$ is a constant. Choosing $m = 0$ and $l_1 = m_1$ immediately yields our proposition. □

**Proof of Theorem 1**. We have $\tilde{f} = \mathcal{F}(Rf)$. Choose $0 < \alpha^1 < \alpha$ such that

$$ (\alpha^1 p)^{1/p} (\beta q)^{1/q} > 1.$$ 

Then Morgan’s theorem for the vector group $A$ says that for all $b \in B$, the function $a \to Rf(b, a)$ is equal to 0 almost everywhere on $A$. This implies that for all $b \in B$, $\tilde{f}(\lambda, b) = 0 \forall \lambda \in \mathcal{A}^*$, which in turn implies that the $L^2$ norm of $f$ is zero by the Plancherel theorem for $X$. Hence $f = 0$ almost everywhere. □
Remark 3.1. In the case \( p = q = 2 \), Theorem 1 provides a proof of Hardy’s theorem, which is different to the one given in [7].

The proof of Theorem 2 is similar in spirit to that of Theorem 1 but is technically more involved. We first note that the case \( p = q = \infty \) is contained in the previous theorem. Hence we can assume that at least one of \( p \) and \( q \) is finite. We will first assume that \( p \) and \( q \) are both finite. We begin with the following observation. Let \( f \) be as in Theorem 2 and let \( 2D(\mathcal{K} \middle\backslash G / K) \), the space of smooth, compactly supported, \( K \)-bi-invariant functions on \( G \). Let \( h = f * \psi \) where \(*\) denotes convolution. Note that \( h \) is a smooth function on \( G \) which is right \( K \)-invariant. We will first prove the following lemma.

Lemma 2. \( e_{\alpha^1} h \in L^1(G) \) for any \( \alpha^1 \) with \( 0 \leq \alpha^1 < \alpha \).

Proof. Let

\[
I = \int_G e^{\alpha^1 \sigma^2(z)} |h(z)| dz.
\]

We have to show that \( I \) is finite. Now \( |h(z)| \leq \int_G |f(y)| |\psi(y^{-1}z)| \ dy \).

Applying Fubini’s theorem we therefore obtain

\[
I \leq \int_G e^{\alpha^1 \sigma^2(z)} \left( \int_G |f(y)||\psi(y^{-1}z)| \ dy \right) dz
\]

\[
= \int_G \int_G e^{\alpha^1 \sigma^2(z)} |\psi(y^{-1}z)||f(y)| \ dz dy.
\]

We look at

\[
I_1(y) := \int_G e^{\alpha^1 \sigma^2(z)} |\psi(y^{-1}z)| \ dz.
\]

Making the change of variable \( x = y^{-1}z \), we obtain that

\[
I_1(y) = \int_G e^{\alpha^1 \sigma^2(xy)} \psi(x) \ dx.
\]

As a function of \( y \in G \), \( I_1 \) is \( K \)-bi-invariant. Thus it is completely determined by its restriction to \( A \). So let \( y = a \in A \). Then we obtain

\[
I_1(a) \leq e^{\alpha^1 \sigma(a) M^2} \int_G |\psi(x)| \ dx
\]

where \( M = \sup(\sigma(x)|x \in \text{support of } \psi) \).

We now choose \( \tilde{\alpha} \) such that \( \alpha^1 < \tilde{\alpha} < \alpha \). Then we know that \( e_{\tilde{\alpha}} f \in L^1(G) \). Hence letting \( |\psi| \) denote the \( L^1 \) norm of \( \psi \), we get

\[
I \leq |\psi| \int_G e^{\alpha^1 \sigma(y) + M^2} |f(y)| \ dy
\]

\[
= |\psi| \int_G e_{\tilde{\alpha}}(y) |f(y)| e^{\alpha^1 \sigma(y) + M^2 - \tilde{\alpha} \sigma^2(y)} \ dy.
\]

This proves \( I < \infty \) because

\[
\sup_{y \in G} e^{\alpha^1 \sigma(y) + M^2 - \tilde{\alpha} \sigma^2(y)} < \infty.
\]
We recall that the Fourier transform of \( f \), \( \hat{f}(\lambda, b) \), is defined by

\[
\hat{f}(\lambda, b) = \int_X e^{(-i\lambda + \rho)(A(x,b))} f(x) \, dx.
\]

Condition (1) in Theorem 2 implies that \( e_{\alpha^1} f \in L^1(X) \) for all \( \alpha^1 \) with \( 0 < \alpha^1 < \alpha \). We choose such an \( \alpha^1 \) and keep it fixed. We have \( |A(x,b)| \leq F \sigma(x) \) for all \( x \in X \) and \( b \in B \) where \( F \) is a positive constant (see [4, p. 167]). These facts imply that the integral defining \( \hat{f}(\lambda, b) \) is absolutely convergent for all \( \lambda \in A_c^* \) and \( b \in B \). We will sketch a proof of this below.

We have for all \( \lambda \in A_c^* \) and \( b \in B \),

\[
|\hat{f}(\lambda, b)| \leq \int_X |e^{(-i\lambda + \rho)(A(x,b))} f(x)| \, dx
\]

\[
\leq \int_X e^{\text{Im} \lambda + \rho} F \sigma(x)|f(x)| \, dx
\]

\[
= \int_X e^{\text{Im} \lambda + \rho} F \sigma(x) - \alpha^1 \sigma^2(x) e_{\alpha^1}(x)|f(x)| \, dx.
\]

Now

\[
D(\text{Im} \lambda) := \sup_{x \in X} e^{\text{Im} \lambda + \rho} F \sigma(x) - \alpha^1 \sigma^2(x) < \infty.
\]

Hence \( |\hat{f}(\lambda, b)| \leq D(\text{Im} \lambda) \int_X e_{\alpha^1}(x)|f(x)| \, dx < \infty \) and we are done. This argument also shows that \( \hat{f}(\lambda, b) \) is a bounded function on \( A^* \times B \).

Lebesgue’s dominated convergence theorem shows that \( \hat{f}(\lambda, b) \) is a continuous function on \( A^* \times B \). Furthermore, Morera’s theorem in conjunction with Fubini’s theorem shows that for fixed \( b \in B \), the function \( A_c^* \ni \lambda \rightarrow \hat{f}(\lambda, b) \) is a holomorphic function on \( A_c^* \). In particular, for fixed \( b \in B \), the function \( A^* \ni \lambda \rightarrow \hat{f}(\lambda, b) \) is a real analytic function on \( A^* \). Furthermore, since \( \hat{f}(\lambda, b) \) is a bounded function on \( A^* \times B \) the Plancherel theorem for \( X \) implies that \( f \in L^2(X) \) because of condition (2) in Theorem 2.

**Proof of Theorem 2** It follows from the assumptions that

\[
ed_{\beta^1} \hat{f} \in L^1(A^* \times B; |c(\lambda)|^{-2} \, d\lambda \, db)
\]

for all \( \beta^1 \) with \( 0 < \beta^1 < \beta \).

As in the proof of Theorem 1, we will show that for almost every \( b \in B \), the function \( a \rightarrow Rf(b,a) \) has the property \( e_{\alpha^1}(a)Rf(b,a) \in L^1(A; da) \) where \( \alpha^1 \) is as in Lemma 2. We choose \( \tilde{\alpha} \) such that \( \alpha^1 < \tilde{\alpha} < \alpha \) and set \( g(y) = e_{\tilde{\alpha}}(y) |h(y)| \) for \( y \in G \). Then \( g \) is a continuous right-\( K \)-invariant function on \( G \) which is integrable. Hence, since \( \sigma \) is \( K \)-invariant,

\[
\begin{align*}
\infty > & \int_K \int_A \int_N g(kan) e^{2\rho(\log a)} \, dk \, da \\
= & \int_K \int_A \int_N e^{\tilde{\alpha} \sigma^2(kan) + 2\rho(\log a)} |h(kan)| \, dk \, da \\
= & \int_K \int_A \int_N e^{\tilde{\alpha} \sigma^2(an) + 2\rho(\log a)} |h(kan)| \, dk \, da.
\end{align*}
\]
Now \( \sigma(an) \geq \sigma(a) \) for all \( a \in A \) and \( n \in N \). Hence
\[
\int_{K} \int_{A} \int_{N} e^{\alpha \sigma^2(a) + 2\rho(\log a)} |h(kan)| dk \ da \ dn < \infty.
\]
Fubini’s theorem therefore implies that for almost every \((k, a) \in K \times A\)
\[
\int_{A} e^{\alpha \sigma^2(a) + 2\rho(\log a)} |h(ka)| \ da < \infty,
\]
i.e., \( e^{\alpha \sigma^2(a) + \rho(\log a)} R(|h|)(k, a) < \infty \) for almost every \((k, a)\), and
\[
\int_{K} \int_{A} e^{\alpha \sigma^2(a) + \rho(\log a)} R(|h|)(k, a) \ da \ da < \infty.
\]
We know that \( e^{\rho(\log a)} \leq e^{\rho(\sigma(a))} \). Let \( \epsilon = \alpha - \sigma^1 \). Then \( \epsilon > 0 \) and
\[
\int_{K} \int_{A} e^{\alpha^1 \sigma^2(a)} |Rh(k, a)| \ da \ da \leq \int_{K} \int_{A} e^{\alpha^1 \sigma^2(a)} R(|h|)(k, a) \ da \ da
\]
\[
= \int_{K} \int_{A} e^{\alpha \sigma^2(a) + \rho(\log a)} e^{-\epsilon \sigma^2(a) - \rho(\log a)} R(|h|)(k, a) \ da \ da
\]
\[
< \infty
\]
because \( |Rh(k, a)| \leq R(|h|)(k, a) \) and
\[
\sup_{a \in A} e^{-\epsilon \sigma^2(a) - \rho(\log a)} \leq \sup_{a \in A} e^{-\epsilon \sigma^2(a) + \rho(\sigma(a))} < \infty.
\]
From Fubini’s theorem we conclude that for almost every \( b \in B \), the function
\( a \to e^{\alpha^1 \sigma^2(a)} Rh(b, a) \in L^1(A; da) \).

We have the following estimate for the Plancherel density \( |c(\lambda)|^{-2} \) (see [1, p. 394]):
\[
|c(\lambda)|^{-2} \approx \prod_{\alpha \in \Sigma^+_{a}} (\lambda, \alpha)^2 (1 + |(\lambda, \alpha)^2|)^{m_0 + m_2}^{-2} \quad (\lambda \in A^*).
\]
This shows that for any \( \beta^1, \ 0 \leq \beta^1 < \beta \), we have
\[
e^{\beta^1} \hat{f} \in L^1(A^* \times B; \prod_{\alpha \in \Sigma^+_{a}} (\lambda, \alpha)^2 \ d\lambda \ db).
\]

Let \( D \) be the constant coefficient differential operator on \( A \cong A \) whose symbol is \( \prod_{\alpha \in \Sigma^+_{a}} (\lambda, \alpha)^2 \), i.e., \( D \) corresponds to multiplication by the \( W \)-invariant polynomial \( \prod_{\alpha \in \Sigma^+_{a}} (\lambda, \alpha)^2 \) under \( F \). \( D \) is \( W \)-invariant. We will denote the ring of \( G \)-invariant differential operators on \( X \) (resp. the ring of \( W \)-invariant constant coefficient differential operators on \( A \)) by \( D(X) \) (resp. \( D_W(A) \)). There is a surjective isomorphism \( \Gamma : D(X) \to D_W(A) \) (see [5, p. 87]). Let \( \tilde{D} \) be the unique element of \( D(X) \) such that \( \Gamma(\tilde{D}) = \tilde{D} \). Now \( \tilde{D} h = f * \tilde{D} \psi \) and \( \tilde{D} \psi \in D(K \ \backslash \ G/K) \). In view of our earlier results we know that the function \( a \to RDh(b, a) \in L^1(A; da) \) for almost every \( b \in B \). Furthermore,
\[
\mathcal{F}(RDh(b, a)) = (\tilde{D}h)^{\wedge}(\lambda, b)
\]
\[
= (f * \tilde{D} \psi)^{\wedge}(\lambda, b)
\]
\[
= \hat{f}(\lambda, b) \tilde{D} \psi^{\wedge}(\lambda)
\]
\[
= \hat{f}(\lambda, b) \prod_{\alpha \in \Sigma^+_{a}} (\lambda, \alpha)^2 \hat{\psi}(\lambda)
\]
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Hence we prove the exposition. Such that \( P \) has proved the analogue of the Cowling-Price theorem for the full group \( G \).

Remark 3.2. In certain special cases, e.g., when \( f \) is \( K \)-invariant and the group \( G \) has real rank one or has only one conjugacy class of Cartan subgroups, Theorem 2 can be deduced from Theorem 1. This can be seen by using the method of Bagchi-Ray described in [2] and invoking our Proposition 1. We note that if \( G \) is as above the Plancherel density \( |c(\lambda)|^{-2} \) has the property \( |c(\lambda)|^{-2} \gg P(\lambda) \) where \( P(\lambda) \) is a \( W \)-invariant polynomial. The polynomial \( P \) corresponds to a \( G \)-invariant differential operator on \( X \). In the general higher rank case, the Plancherel density does not have the above mentioned property and the method pursued in [2] fails since we cannot manufacture the appropriate \( G \)-invariant differential operator on \( X \) from the Plancherel density. It appears very likely therefore that, in general, Theorem 2 cannot be deduced from Theorem 1.

Remark 3.3. The referee has kindly informed the author that Narayanan and Ray (see [6]) have proved the analogue of the Cowling-Price theorem for the full group \( G \). Their approach is different from ours.
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