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Abstract. In this paper some purely algebraic results are given concerning linear maps on algebras which preserve elements annihilated by a polynomial of degree greater than 1 and with no repeated roots and applied to linear maps on operator algebras such as standard operator algebras, von Neumann algebras and Banach algebras. Several results are obtained that characterize such linear maps in terms of homomorphisms, anti-homomorphisms, or, at least, Jordan homomorphisms.

1. Introduction

Let \( f(x) \) be a complex polynomial of degree greater than 1. We say that an element \( a \) in an algebra is annihilated by \( f(x) \) if \( f(a) = 0 \). We say that a linear map \( \phi \) from one algebra into another preserves elements annihilated by \( f(x) \) if \( f(\phi(a)) = 0 \) whenever \( f(a) = 0 \), and we say that \( \phi \) preserves elements annihilated by \( f(x) \) in both directions if \( f(\phi(a)) = 0 \iff f(a) = 0 \). In \[8\], R. Howard gives a characterization of invertible linear maps which preserve matrices annihilated by a polynomial. For the infinite dimensional case, let \( H \) be a Hilbert space and \( f \) a complex polynomial of degree greater than 1. Semrl \[16\] proved that if \( \phi \) is a unital (that is, \( \phi(I) = I \)) surjective linear map from \( B(H) \) onto itself and if \( \phi \) preserves operators annihilated by \( f(x) \) in both directions, then \( \phi \) is either an automorphism or an anti-automorphism. It is then interesting to ask if we can get similar results under the weaker assumption that \( \phi \) preserves elements annihilated by a polynomial in one direction only and without the \( \phi(I) = I \) assumption. It is also interesting to ask what we can say for Banach spaces and for general operator algebras. It is the aim of this paper to discuss such questions.

The questions considered here are in fact among the so-called linear preserver problems (LPP), that is, the problems of characterizing linear maps on operator algebras that leave invariant certain properties of operators such as spectrum, invertibility, solutions of an equation, subsets, relations, etc. The first papers concerning these problems discussed the spectrum-preserving linear maps on matrix algebras (i.e., the finite dimensional case) and date back to the nineteenth century \[5,10\]. A great deal of effort has been devoted to the study of LPP in the last few years.
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decades for operator algebras over both finite dimensional and infinite dimensional spaces (for example, see the surveys [11-13] as well as [1-4], [6-9], [14-16]). Many results have revealed the algebraic properties of linear preservers in terms of homomorphisms, anti-homomorphisms, or at least Jordan homomorphisms, and conversely, give new characterizations of homomorphisms. Recall that a linear map \( \phi \) from an algebra \( \mathcal{A} \) into another is called a Jordan homomorphism if
\[
\phi(a^2) = \phi(a)^2
\]
for every \( a \in \mathcal{A} \).

In the present paper we first consider, in Section 2, the linear maps which preserve elements annihilated by a polynomial with no repeated roots and of degree greater than 1 in the purely algebraic case. We show that if such a linear map \( \phi \) is unital, then it is idempotent-preserving (Thm. 2.2). Generally, under the assumption \( f(0) = 0 \), we get a description of the relationship between \( \mathcal{A} \) and \( \mathcal{B} \) for idempotents \( a \) (Thm. 2.3). These allow us to give a characterization of algebraic homomorphisms in terms of preserving elements annihilated by a polynomial (Corollary 2.5). Then, in Section 3, we apply the results of Section 2 to linear maps on operator algebras.

Let \( P_0 \) be the set of all complex polynomials of degree greater than 1 and with no repeated roots such that \( f(0) = 0 \). Let \( \phi : \mathcal{A} \to \mathcal{B} \) be a linear map which preserves elements annihilated by a polynomial \( f(x) \) in \( P_0 \). We show that \( \phi \) has nice algebraic properties in many situations. For example, we prove that there exist an invertible operator \( T \) and a complex number \( k \) such that either \( \phi(A) = TAT^{-1} \) for all \( A \in \mathcal{A} \) or \( \phi(A) = TAT^*T^{-1} \) for all \( A \in \mathcal{A} \) if (1) \( \mathcal{A} \) and \( \mathcal{B} \) are standard operator algebras acting on Banach spaces \( X \) and \( Y \), respectively, and \( \phi \) is surjective and weakly continuous (Thm. 3.1), or, if (2) \( \mathcal{A} = B(X) \), \( \mathcal{B} = B(Y) \), where \( X \) has infinite multiplicity (for example, if \( X = c_0, l_p, L_p[0, 1], 1 \leq p \leq \infty \), or any infinite dimensional Hilbert space) and \( \phi \) is surjective with \( \phi(F) \neq 0 \) for some finite rank operator \( F \) (Thm. 3.6). If \( \mathcal{A} \) is a von Neumann algebra and \( \mathcal{B} \) is any unital Banach algebra, and if \( \phi \) is bounded, then \( \phi \) is in fact a Jordan homomorphism multiplied by a \( k \)-potent element (Thm. 3.2). Our results generalize some known results in \([2, 15, 16]\) even for the Hilbert space case. In the case when \( \mathcal{A} \) is a Banach algebra, we show that \( \phi \) is a homomorphism multiplied by a \( k \)-potent element if and only if \( \phi_2 \) preserves elements annihilated by a polynomial in \( P_0 \) (Thm. 3.8).

Note that, in our results, we do not assume that \( \phi \) is unital nor that \( \phi \) preserves elements annihilated by \( f \) in both directions. And in many cases, we even do not assume surjectivity and any continuity.

2. Linear maps on algebras

In this section we give some results about the characterization of linear maps between algebras which preserve the elements annihilated by a polynomial of degree greater than 1 and with no repeated roots.

If \( f(x) \) is a polynomial, we let \( Z(f) \) denote the set of zeroes of \( f \) and \( G(f) \) denote the set of \( \lambda \in \mathbb{C} \) such that \( \lambda Z(f) = Z(f) \).

**Theorem 2.1.** Suppose \( \mathcal{A}, \mathcal{B} \) are unital complex algebras and \( \phi : \mathcal{A} \to \mathcal{B} \) is a unital linear map. The following are equivalent.

1. There is a polynomial \( f(x) \) with no repeated roots and \( \deg(f) \geq 2 \) such that \( f(\phi(a)) = 0 \) whenever \( a \in \mathcal{A} \) and \( f(a) = 0 \).
2. \( \phi \) is idempotent-preserving.
(3) For every polynomial $g(x)$ with no repeated roots and $\deg g \geq 2$, $g(\phi(a)) = 0$ whenever $a \in \mathcal{A}$ and $g(a) = 0$.

**Proof.** The implication $(3) \implies (1)$ is obvious.

$(2) \implies (3)$. Suppose $\lambda_1, \ldots, \lambda_n$ are the roots of $g$. Standard linear algebra arguments show that $g(a) = 0$ if and only if there is an algebraically orthogonal family $e_1, \ldots, e_n$ of idempotents such that $1 = \sum_{j=1}^n e_j$ and $a = \sum_{j=1}^n \lambda_j e_j$. However, if $\phi$ is idempotent-preserving, then $\phi$ also preserves orthogonality of idempotents, since idempotents $e$ and $f$ are orthogonal (i.e., $ef = fe = 0$) if and only if $e + f$ is an idempotent.

$(1) \implies (2)$. Suppose $(1)$ is true. By replacing $f(x)$ with $f(\alpha + (\beta - \alpha)x)$, we may assume $f(0) = f(1) = 0$. A nonzero complex number $\lambda$ such that $\lambda \mathcal{Z}(f) \subset \mathcal{Z}(f)$ must be a root of unity (since $\lambda, \lambda^2, \lambda^3, \ldots$ must be in $\mathcal{Z}(f)$).

Let $G = \{0 \neq \lambda \in \mathbb{C} : \lambda \mathcal{Z}(f) \subset \mathcal{Z}(f)\}$. It follows from the finiteness of $\mathcal{Z}(f)$ that $G$ is a finite multiplicative subgroup of the unit circle, and thus, for some positive integer $k$, $G = \{\lambda \in \mathbb{C} : \lambda^k = 1\} = \{\lambda \in \mathbb{C} : \lambda \mathcal{Z}(f) = \mathcal{Z}(f)\} = G(f)$. It follows that $g(x) = x^{k+1} - x$ divides $f(x)$ and $G$ is the set of all nonzero roots of $g(x)$. If $e \in \mathcal{A}$ is an idempotent and $\alpha \in \mathcal{Z}(f)$, then $f(\alpha e) = f(\alpha(1 - e)) = 0$, which implies $f(\alpha \phi(e)) = f(\alpha(1 - \phi(e))) = 0$. Assume that $\lambda$ is a root of the minimal polynomial of $\phi(e)$. Since $\lambda \mathcal{Z}(f) \subset \mathcal{Z}(f)$ and $(1 - \lambda) \mathcal{Z}(f) \subset \mathcal{Z}(f)$, we know both $\lambda$ and $1 - \lambda$ are in $G$. It follows that the minimal polynomials of both $\phi(e)$ and $1 - \phi(e)$ divide $g(x)$. Hence we have $g(\phi(e)) = g(1 - \phi(e)) = 0$. Suppose, for a contradiction, that the minimal polynomial of $\phi(e)$ has a root $\lambda$ with $0 \neq \lambda \neq 1$. Then $\lambda^k + 1 = 1$. It follows that either $\lambda = e^{\frac{2\pi i}{k}}$ or $\lambda = e^{-\frac{2\pi i}{k}}$. Note that, for any $\lambda_1$ and $\lambda_2$ in $G$ and any $\alpha$ in $\mathcal{Z}(f)$, one has $f(\alpha(\lambda_1(1-e)+\lambda_2 e)) = f(\alpha\lambda_1)(1-e)+f(\alpha\lambda_2)e = 0$. Therefore every nonzero root of the minimal polynomial of $\lambda_1(1-\phi(e)) + \lambda_2\phi(e)$ is in $G$. In particular, taking $\lambda_1 = 1$ and $\lambda_2 = \lambda^{-1}$, one gets $2 - \lambda \in G$, which is a contradiction.

**Remark 2.1.** Theorem 2.1 cannot be generalized to the case of a polynomial with repeated roots. For example, if we let $\mathcal{A} = \{\begin{bmatrix} \alpha & \beta \\ 0 & \alpha \end{bmatrix} : \alpha, \beta \in \mathbb{C}\}$ and let $\phi : \mathcal{A} \to M_2(\mathbb{C})$ be defined by $\begin{bmatrix} \alpha & \beta \\ 0 & \alpha \end{bmatrix} \mapsto \begin{bmatrix} \alpha + \beta & 0 \\ 0 & \alpha \end{bmatrix}$, then $\phi$ is obviously unital and preserves idempotents, while it does not preserve elements annihilated by $x^2$.

If we let $\mathcal{A} = \{\begin{bmatrix} \alpha & 0 \\ \beta & \gamma \end{bmatrix} : \alpha, \beta, \gamma \in \mathbb{C}\}$ and let $\phi : \mathcal{A} \to M_3(\mathbb{C})$ be defined by $\begin{bmatrix} \alpha & 0 \\ \beta & \gamma \\ 0 & \alpha \end{bmatrix} \mapsto \begin{bmatrix} \alpha + \beta - \gamma & 0 \\ 0 & \beta \\ 0 & \gamma \end{bmatrix}$, then $\phi$ is unital and preserves elements annihilated by $x^2$. But $\phi$ does not preserve idempotents.

The following lemma is technical.

**Lemma 2.2.** Suppose $k \geq 2$ is a positive integer, $\mathcal{B}$ is a unital algebra over $\mathbb{C}$, and $u, v \in \mathcal{B}$ are such that $v^{k+1} = v$, $(u - v)^{k+1} = u - v$ and

$$
(e^{\frac{2\pi is}{k}} u + (e^{\frac{2\pi is}{k}} - e^{\frac{2\pi is}{k}}) v)^{k+1} = e^{\frac{2\pi is}{k}} u + (e^{\frac{2\pi is}{k}} - e^{\frac{2\pi is}{k}}) v
$$

for $1 \leq s, t \leq k$. Then $uv = vu$, and $u = 0$ implies $v = 0$. 
Proof. Letting $s = t = k$, we see that $u^{k+1} = u$. Note that when $m \in \mathbb{N}$ we have
\[
\sum_{t=1}^{k} \left( e^{\frac{2\pi i}{m}} \right)^m = \sum_{t=1}^{k} \left( e^{\frac{2\pi i t}{m}} \right)^t = 0 \quad \text{if } k \text{ does not divide } m, \text{ and equals } k \text{ if } k \text{ divides } m.
\]
It is clear that if $u = 0$, we have
\[
\left( e^{\frac{2\pi i t}{m}} - e^{\frac{2\pi i}{m}} \right)^{k+1} v = \left( e^{\frac{2\pi i t}{m}} - e^{\frac{2\pi i}{m}} \right) v
\]
for $1 \leq s, t \leq k$. Since $k \geq 2$, this means $v = 0$.

Let $w = u - v$. Since $e^{\frac{2\pi i t}{m}} u + \left( e^{\frac{2\pi i t}{m}} - e^{\frac{2\pi i}{m}} \right) v = e^{\frac{2\pi i t}{m}} w + e^{\frac{2\pi i}{m}} v$, letting $s = k$, we have
\[
\left( w + e^{\frac{2\pi i}{m}} v \right)^{k+1} = w + e^{\frac{2\pi i}{m}} v
\]
for $1 \leq t \leq k$. If we multiply the left side we get $u^{k+1}$ plus terms of the form
\[
\left( e^{\frac{2\pi i t}{m}} \right)^m q_m, \quad \text{where } q_m \text{ is the sum of all products containing } m \text{ factors of } v \text{ and } k + 1 - m \text{ factors of } w.
\]
If we take the sum $\sum_{t=1}^{k} \left( w + e^{\frac{2\pi i t}{m}} v \right)^{k+1}$, we see that all the terms $\left( e^{\frac{2\pi i t}{m}} \right)^m q_m$ disappear except when $m = k$. This gives us
\[
\sum_{t=1}^{k} \left( w + e^{\frac{2\pi i t}{m}} v \right)^{k+1} = kw^{k+1} + kq_k = kw + kq_k.
\]

On the other hand, the sum of the right hand side, i.e., $\sum_{t=1}^{k} \left( w + e^{\frac{2\pi i t}{m}} v \right)$, is equal to $kw$. It follows that $q_k = 0$. However, a simple computation (using $v^{k+1} = v$) shows that
\[
0 = vq_k - q_k v = vw - vw.
\]
Hence we have $vw = vw$, from which it follows that $w = vu$. \qed

Recall that $\mathcal{P}_0$ is the set of all polynomials $f$ with no repeated roots and of degree greater than 1 such that $f(0) = 0$.

**Theorem 2.3.** Suppose $\mathcal{A}, \mathcal{B}$ are unital complex algebras and $\phi : \mathcal{A} \to \mathcal{B}$ is a linear map, and suppose $f(x)$ is a polynomial in $\mathcal{P}_0$ such that $f(\phi(a)) = 0$ whenever $a \in \mathcal{A}$ and $f(a) = 0$. Then there exist a positive integer $k$, a polynomial $h(x)$ and an orthogonal family $p_1, \ldots, p_k$ of idempotent in $\mathcal{B}$ such that

1. $f(x) = xh(x^k)$;
2. if $\lambda$ is any root of $x^k - 1$, then $\lambda Z(f) = Z(f)$;
3. $g(\phi(a)) = 0$ for every idempotent $a \in \mathcal{A}$, where $g(x) = x^{k+1} - x$;
4. $\phi(1) = \sum_{s=1}^{k} e^{\frac{2\pi i}{m}} p_s$;
5. $p_s$ commutes with $\phi(a)$ for $1 \leq s \leq k$ and for every idempotent $a \in \mathcal{A}$;
6. $\phi(a) = \sum_{s=1}^{k} \phi(a)p_s$ for every idempotent $a \in \mathcal{A}$.

**Proof.** Let $G = G(f) = \{0 \neq \lambda : \lambda Z(f) = Z(f)\}$. $G$ is a finite multiplicative subgroup of the unit circle, and thus, for some positive integer $k$, $G = \{ \lambda \in \mathbb{C} : \lambda^k = 1 \}$. It follows that (1) and (2) must be true. As in the proof of Theorem 2.1, we see that if $a$ is an idempotent in $\mathcal{A}$, and $\lambda \neq 0$ is a root of the minimal polynomial of $\phi(a)$, then $\lambda \in G$. Hence (3) is true. Since $g(\phi(1)) = 0$, (4) must be true, with possibly $p_s = 0$ for some values of $s$.

If $k = 1$, it follows from (3) that $\phi$ is idempotent-preserving, and, thus, for every idempotent $a \in \mathcal{A}$, $\phi(a)$ and $\phi(1-a)$ must be orthogonal idempotents whose sum is
\( \phi(1) \). This implies that, for every idempotent \( a \in A \), \( \phi(a)\phi(1) = \phi(1)\phi(a) = \phi(a) \), which yields both (5) and (6).

On the other hand, suppose \( k \geq 2 \). It follows, for every idempotent \( a \in A \), for every \( \alpha \in \mathbb{Z} \) and all integers \( 1 \leq s, t \leq k \), that \( f(\alpha \left[ e^{2 \pi i t/k} + (e^{2 \pi i t/k} - e^{2 \pi i s/k})a \right]) = 0 \), so any nonzero root of the minimal polynomial of \( e^{2 \pi i t/k} \phi(1) + (e^{2 \pi i t/k} - e^{2 \pi i s/k})\phi(a) \) must be in \( G \). Hence the hypothesis of Lemma 2.2 holds, with \( u = \phi(1) \) and \( v = \phi(a) \). Thus (5) and (6) follow from Lemma 2.2.

For an algebra \( A \) over \( \mathbb{C} \) denote by \( A \otimes M_n(\mathbb{C}) \) the algebra of \( n \times n \) matrices with entries in \( A \). If \( \phi : A \to B \) is a linear map, we denote by \( \phi_n \) the linear map from \( A \otimes M_n(\mathbb{C}) \) into \( B \otimes M_n(\mathbb{C}) \) which maps every matrix \((a_{ij})_{n \times n}\) to \((\phi(a_{ij}))_{n \times n}\).

By use of Theorems 2.1 and 2.3 we can get a characterization of homomorphisms between algebras.

**Corollary 2.4.** Let \( A \) and \( B \) be unital complex algebras. Let \( \phi : A \to B \) be a linear map. If \( \phi_2 \) preserves the elements annihilated by a polynomial \( f(x) \in \mathbb{P}_n \), then there is a Jordan homomorphism \( \psi : A \to B \) such that \( \psi(c)\psi(c^{-1}ac) = \psi(a)\psi(c) \) holds for any \( a \) and invertible element \( c \) in \( A \), and such that \( \phi = \phi(1)\psi = \phi(1) \).

**Proof.** Obviously, \( \phi \) preserves elements annihilated by \( f \), too. Take the orthogonal family of idempotents \( p_1, \ldots, p_k \) in \( B \) as that in Theorem 2.3. Then \( \phi(1) = \sum_{s=1}^{k} e^{2 \pi i s/k} p_s \), \( p = \sum_{s=1}^{k} p_s = \phi(1)^k \), and for any idempotent \( e \) in \( A \) we have \( \phi(1)\phi(e) = \phi(e)\phi(1) \) and \( \phi(e) = p\phi(e) = \phi(e)p \). We claim that these hold true for all elements of \( A \). In fact, for any \( a \in A \), if we take an idempotent \( A = \begin{bmatrix} 1 & a \\ 0 & 0 \end{bmatrix} \) and write \( \phi_2(1) = \begin{bmatrix} \phi(1) & 0 \\ 0 & \phi(1) \end{bmatrix} \), we get

\[
\begin{bmatrix} \phi(1)^2 & \phi(1)\phi(a) \\ 0 & \phi(1) \end{bmatrix} = \phi_2(1)\phi_2(A) = \phi_2(A)\phi_2(1) = \begin{bmatrix} \phi(1)^2 & \phi(a)\phi(1) \\ 0 & \phi(1) \end{bmatrix}
\]

and

\[
\begin{bmatrix} \phi(1) & p\phi(a) \\ 0 & 0 \end{bmatrix} = \phi_2(A)^{k+1} = \phi_2(A) = \begin{bmatrix} \phi(1) & \phi(a) \\ 0 & 0 \end{bmatrix},
\]

from which it follows that \( \phi(1)\phi(a) = \phi(a)\phi(1) \) and \( \phi(a) = p\phi(a) \). If one takes \( A = \begin{bmatrix} 1 & 0 \\ a & 0 \end{bmatrix} \), one get \( \phi(a) = \phi(a)p \). Hence the range of \( \phi \) is contained in \( B_1 = pBp \), which is a subalgebra of \( B \) with unit \( p \). Moreover, every \( p \) commutes with \( \phi(a) \) for all \( a \in A \). Let \( b_0 = \sum_{s=1}^{k} e^{2 \pi i s/k} p_s \) and \( b = b_0\phi \). Then \( \phi = \phi(1)\psi \). Regard \( \phi \) as a linear map from \( A \) into \( B_1 \). It follows from Theorem 2.3 (2) that both \( \psi \) and \( \psi_2 \) are unital and still preserve elements annihilated by \( f \), since \( e^{-2 \pi i k} Z(f) = Z(f) \).

So, by Theorem 2.1, both \( \psi \) and \( \psi_2 \) are idempotent-preserving. We prove that \( \psi \) is indeed a Jordan homomorphism.

For any element \( a \) and invertible element \( c \) in \( A \), \( \begin{bmatrix} a & c \\ c^{-1}(a-a^2) & 1 - c^{-1}ac \end{bmatrix} \) is an idempotent in \( A \otimes M_2 \). So, \( \begin{bmatrix} \psi(a) & \psi(c) \\ \psi(c^{-1}(a-a^2)) & 1 - \psi(c^{-1}ac) \end{bmatrix} \) is an idempotent. Hence we have

\[
(2.1) \quad \psi(a)^2 + \psi(c)\psi(c^{-1}(a-a^2)) = \psi(a)
\]
and

\begin{equation}
\psi(a)\psi(c) + \psi(c)(1 - \psi(c^{-1}ac)) = \psi(c).
\end{equation}

Let \( c = 1 \) in (2.1). We get

\[ \psi(a^2) = \psi(a)^2, \]

that is, \( \psi \) is a Jordan homomorphism. It follows from (2.2) that

\begin{equation}
\psi(c)\psi(c^{-1}ac) = \psi(a)\psi(c),
\end{equation}

completing the proof.

**Corollary 2.5.** Let \( A \) and \( B \) be unital complex algebras. Let \( \phi : A \to B \) be a linear map and \( f(x) \) a polynomial in \( P_0 \). The following statements are equivalent.

1. \( \phi \) preserves elements annihilated by \( f(x) \).
2. There exist a homomorphism \( \psi : A \to B \) and an \( n \)-potent element \( b \) for some integer \( n \geq 2 \) such that the nonzero roots of a minimal polynomial of \( b \) are in \( G(f) \) and \( \phi = b\psi = \psi b \).

**Proof.** (2)\( \Rightarrow \) (1). Write \( \phi = b\psi \), where \( \psi \) is homomorphism and \( b \) is an \( n \)-potent, i.e., \( b^n = b \). Let \( \{\lambda_1, \ldots, \lambda_l\} \) be the set of nonzero roots of the minimal polynomial of \( b \). Then there exists a set of mutually orthogonal idempotents \( \{e_1, \ldots, e_l\} \) such that \( b = \sum_{s=1}^{l} \lambda_s e_s \) and \( e_s \psi(a) = \psi(a)e_s \) for all \( a \in A \). If \( a \in A \) and \( f(a) = 0 \), then \( f(\phi(a)) = f(\sum_{s=1}^{l} \lambda_s e_s \psi(a)) = \sum_{s=1}^{l} \psi(f(\lambda_s a))e_s = 0 \), since \( \psi \) is homomorphic and \( f(\lambda_s a) = 0 \), by the assumption that \( \lambda_s Z(f) = Z(f) \) for \( 1 \leq s \leq l \). As \( \psi_3 \) is still a homomorphism, one easily checks that \( \phi_3 \) preserves elements annihilated by \( f \), too.

(1)\( \Rightarrow \) (2). Since \( \phi_2 \) also preserves the elements annihilated by \( f \), by Corollary 2.4, there exist a \((k+1)\)-potent element \( b \) and a Jordan homomorphism \( \psi \) satisfying equation (2.3) such that \( \phi = b\psi = \psi b \), where \( k \) is the degree of the group \( G(f) \). We prove that \( \psi \) is indeed a homomorphism.

Without loss of generality we may assume \( \psi \) is unital (otherwise, replace \( B \) with \( B_1 = pBp \) as in the proof of Corollary 2.4). Then \( \psi_3 \) is idempotent-preserving. For any elements \( a, w \) and invertible \( c \) in \( A \),

\[
\begin{bmatrix}
\psi(a) & \psi(c) & 0 \\
\psi(c^{-1}(a - a^2)) & 1 - \psi(c^{-1}ac) & 0 \\
\psi(\omega a - w) & \psi(\omega c) & 1 \\
\end{bmatrix}
\]

is idempotent since

\[
\begin{bmatrix}
a & c & 0 \\
c^{-1}(a - a^2) & 1 - c^{-1}ac & 0 \\
\omega a - w & \omega c & 1 \\
\end{bmatrix}
\]
is. Thus we have

\[ \psi(\omega a - w)\psi(c) + \psi(\omega c)(1 - \psi(c^{-1}ac)) + \psi(\omega c) = \psi(\omega c), \]

that is,

\begin{equation}
\psi(\omega a)\psi(c) - \psi(\omega)\psi(c) + \psi(\omega c) - \psi(\omega c)\psi(c^{-1}ac) = 0.
\end{equation}
It is well known that a unital Jordan homomorphism $\psi$ is invertibility-preserving and $\psi(c^{-1}) = \psi(c)^{-1}$. So, by (2.3) we have $\psi(c^{-1}ac) = \psi(c)^{-1}\psi(a)\psi(c)$, and (2.4) becomes

\begin{equation}
\psi(wa)\psi(c) - \psi(w)\psi(c) + \psi(wc) - \psi(wc)\psi(c)^{-1}\psi(a)\psi(c) = 0.
\end{equation}

Taking $w = c^{-1}$ in (2.5), we see that

$$
\psi(c^{-1}a) = \psi(c)^{-1}\psi(a)
$$

for all $a$ and invertible $c$. Using (2.5) again, we get $\psi(wa) = \psi(w)\psi(a)$, that is, $\psi$ is a homomorphism. \qed

3. Linear Maps on Operator Algebras

In this section, we apply the results in Section 2 to the linear maps from a unital operator algebra into another which preserve elements annihilated by a polynomial in $\mathcal{P}_0$, that is, a polynomial of degree greater than 1 and with no repeated roots such that $f(0) = 0$. The question we consider here is mainly to determine when the structure of such linear preservers can be described by homomorphisms, anti-homomorphisms, or, at least, Jordan homomorphisms.

The following theorem gives a characterization of all weakly continuous surjective linear maps on standard operator algebras which preserve elements annihilated by a polynomial in $\mathcal{P}_0$. Recall that a closed subalgebra $\mathcal{A}$ in $B(X)$ is called a standard operator algebra if it contains the identity $I$ and the set $\mathcal{F}(X)$ of all finite rank operators. Of course $B(X)$ itself is a standard operator algebra. We say that a linear map $\phi : \mathcal{A} \to \mathcal{B}$ commutes with a polynomial $f(x)$ if $f(\phi(a)) = \phi(f(a))$ for all elements $a \in \mathcal{A}$.

\textbf{Theorem 3.1.} Let $\mathcal{A}$ and $\mathcal{B}$ be standard operator algebras on Banach spaces $X$ and $Y$, respectively. Suppose $\phi : \mathcal{A} \to \mathcal{B}$ is a linear surjective map which is continuous in the weak operator topology and $f(x)$ is a polynomial with no repeated roots and $\deg f \geq 2$ such that $f(0) = 0$. Then the following are equivalent.

1. $\phi$ commutes with $f(x)$.
2. $\phi$ preserves elements annihilated by $f(x)$.
3. There exists a scalar $\lambda$ which is a root of 1 satisfying $\lambda \mathcal{Z}(f) = \mathcal{Z}(f)$, and either there exists an invertible operator $T \in B(X,Y)$ such that $\phi(A) = \lambda T A T^{-1}$ for all $A \in B(X)$, or there exists an invertible operator $T \in B(X^*,Y)$ such that $\phi(A) = \lambda T A^* T^{-1}$ for all $A \in B(X)$. In the last case both $X$ and $Y$ are reflexive.

\textbf{Proof.} (1) $\Longrightarrow$ (2). Obvious.

(3) $\Longrightarrow$ (1). Suppose (3). Let $k$ be the degree of the group $G(f)$ and let $\deg f = n$. The condition $\lambda \mathcal{Z}(f) = \mathcal{Z}(f)$ implies that $k$ divides $n - 1$, since $f(0) = 0$. So $f(\lambda x) = \lambda f(x)$. If $\phi(A) = \lambda T A T^{-1}$, then $f(\phi(A)) = T f(\lambda A) T^{-1} = \phi(f(A))$, that is, (1) is true.

(2) $\Longrightarrow$ (3). Suppose that $\phi : \mathcal{A} \to \mathcal{B}$ is a weakly continuous surjective linear map which preserves elements annihilated by the polynomial $f(x)$. We claim that $\phi(I) = \lambda I$ for some scalar $\lambda$ satisfying $\lambda \mathcal{Z}(f) = \mathcal{Z}(f)$ and $\lambda^k = 1$ for some $k \geq 1$. Take $k$ the same as in Theorem 2.3. Then, for every idempotent $A \in \mathcal{A}$ one has $\phi(A)^k = \phi(A)$ and $\phi(I)\phi(A) = \phi(A)\phi(I)$. Notice that every rank one operator can be represented as a linear combination of at most two rank one idempotent
operators. The weak continuity of \( \phi \) and the weak density of all finite rank operators in \( B(X) \) together imply that
\[
\phi(I)\phi(S) = \phi(S)\phi(I)
\]
for every \( S \in \mathcal{A} \). Thus \( \phi(I) \) is the identity multiplied by a scalar, since \( \mathcal{F}(X) \subset \mathcal{A} \). It is clear that \( \phi(I) \neq 0 \), for otherwise Theorem 2.3 (6) would imply that \( \phi(A) = \phi(A)\phi(I) = 0 \); for all idempotents \( A \), and consequently \( \phi = 0 \). Therefore we must have \( \phi(I) = \lambda I \) for some \( \lambda \neq 0 \) with \( \lambda^2 = 1 \). By Theorem 2.3 (2) and (4), \( \lambda Z(f) = Z(f) \).

Let \( \psi = \lambda^{-1} \phi \). Then \( \psi : \mathcal{A} \to \mathcal{B} \) is a weakly continuous surjective unital linear map which also preserves elements annihilated by \( f(x) \), as \( \lambda^{-1} Z(f) = Z(f) \). By Theorem 2.1, \( \psi \) is idempotent-preserving. It follows from \cite[Theorem 3.3]{3} that \( \psi \) is either an isomorphism or an anti-isomorphism. Therefore, either there is an invertible operator \( T \in B(X,Y) \) such that
\[
\phi(A) = \lambda TAT^{-1}
\]
for every \( A \in \mathcal{A} \), or there is an invertible operator \( T \in B(X^*,Y) \) such that
\[
\phi(A) = \lambda T A^* T^{-1}
\]
for every \( A \in \mathcal{A} \), with \( \lambda^2 = 1 \). It is clear that in the last case, \( X \) and \( Y \) are reflexive (for the proof of reflexivity, see \cite[Prop. 3.1]{3} or \cite[Thm. 1.4]{7}). The proof is finished.

Remark 3.1. Theorem 3.1 remains true if the assumption of weak continuity on the linear map \( \phi \) is replaced by the assumption that \( \phi \) is continuous in the strong operator topology or in the \( \sigma \)-weak operator topology.

Next we consider linear maps on von Neumann algebras.

**Theorem 3.2.** Let \( \mathcal{A} \) be a von Neumann algebra and \( \mathcal{B} \) a unital Banach algebra, and let \( \phi : \mathcal{A} \to \mathcal{B} \) be a bounded linear map. Let \( f(x) \) be a polynomial with no repeated roots and \( \deg f \geq 2 \) such that \( f(0) = 0 \). Then the following statements are equivalent.

1. \( \phi \) commutes with \( f(x) \).
2. \( \phi \) preserves elements annihilated by \( f(x) \).
3. There exist an \( r \)-potent element \( B \in \mathcal{B} \) with spectrum contained in \( \{ \lambda : \lambda Z(f) = Z(f) \} \) and a Jordan homomorphism \( \psi \) from \( \mathcal{A} \) into \( \mathcal{B} \) such that \( \phi = B\psi = \psi B \).

**Proof.** It is obvious that (1) \( \implies \) (2).

(3) \( \implies \) (1). Say the spectrum \( \text{Sp}(B) = \{ \lambda_1, \ldots, \lambda_l \} \). There is an orthogonal family \( P_1, \ldots, P_l \) of idempotents in \( \mathcal{B} \) such that \( B = \sum_{s=1}^{l} \lambda_s P_s \). As every \( \lambda_s \) satisfies \( \lambda_s Z(f) = Z(f) \), one has \( B^{k+1} = B \), where \( k \geq 1 \) is the integer as in Theorem 2.3. It is clear that \( P_s \psi(A) = \psi(A)P_s \). Now if \( A \) is any element in \( \mathcal{A} \), then, since \( \psi \) is a Jordan homomorphism, one has \( f(\phi(A)) = \sum_{s=1}^{l} f(\lambda_s \psi(A)P_s) = \sum_{s=1}^{l} \lambda_s f(\psi(A))P_s = \sum_{s=1}^{l} \lambda_s P_s \phi(f(A)) = \phi(f(A)) \).

(2) \( \implies \) (3). Denote the unit by \( I \) for both \( \mathcal{A} \) and \( \mathcal{B} \). By Theorem 2.3, there is an orthogonal family \( P_1, \ldots, P_{k-1} \) of idempotents in \( \mathcal{B} \) commuting with every \( \phi(A) \), and \( \phi(A) = \phi(A) \sum_{s=1}^{k-1} P_s \) whenever \( A^2 = A \), while \( \phi(I) = \sum_{s=1}^{k-1} \epsilon_{P_s} P_s \).

Let \( P = \sum_{s=1}^{k-1} P_s \) and \( B_0 = \phi(I) + (I-P) \). Then \( P^2 = P \), \( B_0^{k-1} = I \), and \( B_0 \phi(A) = \phi(A)B_0 = \phi(I)\phi(A) \) if \( A^2 = A \). It is well known that the subspace
S of all linear combinations of projections (i.e., self-adjoint idempotents) in a von Neumann algebra is a dense subset under the norm topology. Since \( \phi \) is continuous, we get \( \phi(S) = \phi(S)P = P\phi(S) \) and \( B_0\phi(S) = \phi(S)B_0 = \phi(I)\phi(S) \) for all \( S \) in \( A \). Let \( B_1 = \phi(B)P \) and \( \psi = B_0^{-1}\phi \). It is clear that \( \psi : A \to B \) is bounded with range contained \( B_1 \), and preserves element annihilated by \( f \), since \( B_1 \) is a Banach algebra with unit \( P \) and \( \psi(I) = P \). By Theorem 2.1 \( \psi \) is idempotent-preserving and hence transforms a set of orthogonal idempotents of \( A \) into a set of orthogonal idempotents of \( B_1 \subset B \).

Now, if \( A = A^* \) is a self-adjoint element in the von Neumann algebra \( A \), then \( A \) is the limit of a sequence of linear combinations of orthogonal projections and consequently, by continuity of \( \psi \), \( \psi(A) \) is the limit of a sequence of linear combinations of orthogonal idempotents. It turns out that \( \psi(A^2) = \psi(A)^2 \) holds for self-adjoint elements \( A \). Replacing \( A \) by \( C + D \) in this relation, where \( C \) and \( D \) are self-adjoint, we get \( \psi(CD + DC) = \psi(C)\psi(D) + \psi(D)\psi(C) \). For any \( S \in A \), let \( C = \frac{1}{2}(S + S^*) \) and \( D = \frac{1}{2i}(S - S^*) \); then \( C, D \) are self-adjoint and \( S = C + iD \). Hence
\[
\psi(S^2) = \psi(C^2 - D^2 + i(CD + DC)) = \psi(C)^2 - \psi(D)^2 + i(\psi(C)\psi(D) + \psi(D)\psi(C)) = \psi(S)^2,
\]
that is, \( \psi \) is a Jordan homomorphism and \( \phi = B_0\psi = B\psi \) with \( B = \phi(I) \).

**Corollary 3.3.** Let \( A, B, \phi \) and \( f \) be the same as in Theorem 3.2. If \( \phi \) is surjective, then the following statements are equivalent.

1. \( \phi \) commutes with \( f(x) \).
2. \( \phi \) preserves elements annihilated by \( f(x) \).
3. There exists an invertible \( r \)-potent element \( B \) in the center of \( B \) satisfying \( \text{Sp}(B) \subset \{ \lambda : \lambda Z(f) = Z(f) \} \), and there exists a Jordan homomorphism \( \psi \) from \( A \) onto \( B \) such that \( \phi = B\psi = \psi B \). Here the identity element is denoted again by \( I \) for both \( A \) and \( B \).

**Proof.** Let \( B = \phi(I) \) and \( P = \sum_{s=1}^{k-1} P_s \) as in the proof of Theorem 3.2. Since \( \phi \) is surjective, \( B \) and \( P \) commute with every element in \( B \), i.e., both \( B \) and \( P \) are in the center of \( B \). Moreover, \( \phi(S) = \phi(S)P \) holds for every element \( S \) in \( A \). This implies that \( P = I \) and hence \( \phi(I) \) is invertible. Now let \( \psi = B^{-1}\phi \) and apply Theorem 3.2.

Notice that, in the above corollary, if \( B \) is a factor, then \( B = \lambda I \) for some scalar \( \lambda \) with \( \lambda^{k-1} = 1 \). If \( B \) is prime, then the Jordan homomorphism onto \( B \) is either a homomorphism or an anti-homomorphism. So if \( B \) is a factor and prime, then \( \phi \) is a homomorphism or anti-homomorphism multiplied by a scalar which is a root of \( 1 \). In particular, we have

**Corollary 3.4.** Let \( H \) and \( K \) be Hilbert spaces and \( \phi : B(H) \to B(K) \) a bounded surjective linear map. Let \( f(x) \) be a polynomial of degree greater than 1 and with no repeated roots such that \( f(0) = 0 \). Then the following are equivalent.

1. \( \phi \) preserves elements annihilated by \( f(x) \).
2. There exist a scalar \( \lambda \) which is a root of 1 satisfying \( \lambda Z(f) = Z(f) \) and an invertible operator \( T \in B(H, K) \) such that either \( \phi(A) = \lambda TAT^{-1} \) for every \( A \), or \( \phi(A) = \lambda TAT^{-1} \) for every \( A \), where \( A^T \) denotes the transpose of \( A \) relative to a basis.
Comparing Theorem 3.1 with Corollary 3.3, we weaken the assumption of \( \phi \) being weakly continuous to that of \( \phi \) being bounded for the case \( A = B(H) \) and \( B = B(K) \) with \( H \) and \( K \) being Hilbert spaces. After the next lemma, we can get a stronger one by omitting the assumption of continuity.

We say that a Banach space \( X \) has infinite multiplicity if \( X \) is isomorphic to \( X \oplus X \) and to an infinite direct sum \( X^{(\infty)} \) of copies of \( X \) in such a way that arbitrary permutations of coordinates and transformations of the form \( A^{(\infty)} \) (with \( A \in B(X) \)) are bounded operators, and such that, for any bounded operators \( A \) and \( B \) on \( X \), \( A^{(\infty)} \oplus B^{(\infty)} \) acting on \( X^{(\infty)} \oplus X^{(\infty)} \) is similar to \((A \oplus B)^{(\infty)} \) acting on \((X \oplus X)^{(\infty)} \). Infinite dimensional \( c_0 \)-space, infinite dimensional \( l^p \)-space, \( L^p[0, 1] \), \( 1 \leq p \leq \infty \), and infinite dimensional Hilbert spaces are examples of Banach spaces of infinite multiplicity \([3]\).

**Lemma 3.5.** Let \( X \) and \( Y \) be complex Banach spaces and \( \phi : B(X) \to B(Y) \) a linear map. Let \( f(x) \) be a polynomial of degree greater than 1 and with no repeated roots such that \( f(0) = 0 \). If \( \phi \) preserves elements annihilated by \( f \) and if \( X \) has infinite multiplicity, then \( \phi(A)\phi(I) = \phi(I)\phi(A) \) for every \( A \in B(X) \), and there exists an idempotent-preserving linear map \( \psi : B(X) \to B(Y) \) such that \( \phi = \phi(I) \psi \).

**Proof.** It follows from Theorem 2.3 that there is an orthogonal family \( P_1, \ldots, P_{k-1} \) of idempotent operators in \( B(Y) \) such that \( P_k \) commutes with every \( \phi(A) \) and \( \phi(A) = \phi(A) \sum_{s=1}^{k-1} P_s \) whenever \( A^2 = A \), and \( \phi(I) = \sum_{s=1}^{k-1} e^{rac{2\pi is}{k}} P_s \). Let \( B = \phi(I) \) and \( P = \sum_{s=1}^{k-1} P_s \). Then \( B^k = B \) and \( P^2 = P \). Since \( X \) has infinite multiplicity, by \([3]\), every \( S \in B(X) \) is a difference of sums of idempotents in \( B(X) \). This implies that \( \phi(S)B = B\phi(S) \) and \( \phi(S) = \phi(S)P = P\phi(S) \) hold for all \( S \in B(X) \). Let \( B_0 = B + (I - P) \) and \( \psi = B_0^{-1} \phi \). Then \( \psi \) preserves elements annihilated by \( f \), and \( \psi(I) = P \). If we let \( Y_0 = \text{ran} P \), the range of \( P \), and \( \theta : B(X) \to B(Y_0) \) defined by \( \theta(S) = \psi(S)|_{Y_0} \), then \( \theta \) is unital, and therefore \( \theta \), as well as \( \psi \), is idempotent-preserving, by Theorem 2.1. It is clear that \( \phi = B\psi \). \( \square \)

**Theorem 3.6.** Let \( X, Y \), \( \phi \) and \( f \) be as in Lemma 3.5. If \( \phi \) is surjective and \( \phi|x(X) \neq 0 \), then \( \phi \) preserves elements annihilated by \( f(x) \) if and only if there is a scalar \( \lambda \) which is a root of 1 satisfying \( \lambda Z(f) = Z(f) \) and either there is an invertible operator \( T \in B(X, Y) \) such that \( \phi(A) = \lambda T A T^{-1} \) for all \( A \in B(X) \) or there exists an invertible operator \( T \in B(X^*, Y) \) such that \( \phi(A) = \lambda T A^* T^{-1} \) for all \( A \in B(X) \). In the last case both \( X \) and \( Y \) are reflexive.

**Proof.** By Lemma 3.5 it is obvious that \( \phi(I) = \lambda I \) for some complex number \( \lambda \) with \( \lambda^k = 1 \) and \( \lambda Z(f) = Z(f) \) such that \( \phi = \lambda \psi \), where \( \psi \) is surjective and idempotent-preserving. We have to prove that \( \psi \) is isomorphic or anti-isomorphic.

If \( A \in B(X) \) is an idempotent of rank one, we first show that \( \psi(A) \) also has rank at most one. Let \( M_1 = AB(X)A \), \( M_2 = AB(X)(I - A) \), \( M_3 = (I - A)B(X)A \) and \( M_4 = (I - A)B(X)(I - A) \). Thus \( B(X) = M_1 \oplus M_2 \oplus M_3 \oplus M_4 \). Similarly, \( B(Y) = N_1 \oplus N_2 \oplus N_3 \oplus N_4 \) where \( N_1 = \psi(A)B(Y)\psi(A), N_2 = \psi(A)B(Y)(I - \psi(A)), N_3 = (I - \psi(A))B(Y)\psi(A) \) and \( N_4 = (I - \psi(A))B(Y)(I - \psi(A)) \). As \( M_1 = CA \) we have \( \psi(M_1) = C \psi(A) \subseteq N_1 \). Take \( S \in M_2 \). Then \( A + \alpha S \), as well as \( \psi(A) + \alpha \psi(S) \), is idempotent for any \( \alpha \in \mathbb{C} \). Hence we have

\[
\psi(A)\psi(S) + \psi(S)\psi(A) + \alpha \psi(S)^2 = \psi(S),
\]

and this yields \( \psi(S)^2 = 0 \) and \( \psi(S) = (I - \psi(A))\psi(S)\psi(A) + \psi(A)\psi(S)(I - \psi(A)) \in N_2 \oplus N_3 \). Therefore, \( \psi(M_2) \subseteq N_2 \oplus N_3 \), and similarly, \( \psi(M_3) \subseteq N_2 \oplus N_3 \). Let
$S \in M_4$ be any idempotent operator; then $AS = SA = 0$ and so \( \psi(A)\psi(S) = \psi(S)\psi(A) = 0 \). It follows that \( \psi(S) \in N_4 \). Note that \( M_4 = \{ \begin{bmatrix} 0 & 0 \\ 0 & C \end{bmatrix} : C \in B(ker A) \} \) with respect to the space decomposition $X = ran A \oplus ker A$. If $P = \begin{bmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{bmatrix}$ is an idempotent operator in $B(X)$, then $P_{22} - P_{22}^2 = P_{21}P_{12}$ is a rank one operator and therefore $P_{22}$ is the sum of an idempotent operator and a rank one operator. This obviously yields that every $C \in B(ker A)$ is a linear combination of idempotents in $B(ker A)$. Thus we have $\psi(M_4) \subseteq N_4$. Therefore, we get $\psi(B(X)) \subseteq \mathbb{C}\psi(A) \oplus N_2 \oplus N_3 \oplus N_4$. However, $\psi$ is onto, so we must have $\mathbb{C}\psi(A) = N_1 = \psi(A)B(Y)\psi(A)$. This implies that $\psi(A)$ is rank one or zero.

Now, by \cite{3} Thm. 3.2, $\psi|_{\mathcal{F}(X)}$ is a Jordan homomorphism. Since $\mathcal{F}(X)$ is locally a matrix algebra, $\psi|_{\mathcal{F}(X)} = \xi + \eta$, where $\xi : \mathcal{F}(X) \to B(Y)$ is a homomorphism and $\eta : \mathcal{F}(X) \to B(Y)$ is an anti-homomorphism. Since $\psi|_{\mathcal{F}(X)} \neq 0$, there is a rank one idempotent $A$ such that $\psi(A) \neq 0$. Then, as shown above, $\psi(A) = \xi(A) + \eta(A)$ is a rank one idempotent as well as the sum of idempotents. It follows that either $\xi(A) = 0$ or $\eta(A) = 0$. Thus, at least one of $\xi$ and $\eta$ has a nonzero kernel. Since the kernels of homomorphisms and anti-homomorphisms are ideals and since the only nonzero ideal of $\mathcal{F}(X)$ is $\mathcal{F}(X)$ itself, we get either $\psi|_{\mathcal{F}(X)} = \xi$ or $\psi|_{\mathcal{F}(X)} = \eta$.

Assume $\psi|_{\mathcal{F}(X)} = \xi$. It is clear that $\xi$ is injective, and consequently rank-preserving. By \cite{4} we know that there exist injective operators $T \in B(X,Y)$ and $R \in B(X^*,Y^*)$ such that $\psi(x \otimes f) =Tx \otimes Rf$ for every $x \in X$ and every $f \in X^*$, where $x \otimes f$ stands for the rank one operator $u \mapsto (u,f)x$. Since $\psi$ is homomorphic on $\mathcal{F}(X)$, for any $F \in \mathcal{F}(X)$ we have

$$\psi(F)Tx \otimes Rf = \psi(Fx \otimes f) = TFx \otimes Rf.$$ 

So

$$\psi(F)T = TF \quad \text{for every } F \in \mathcal{F}(X).$$

Next, taking any idempotent operator $P$ in $B(X)$, let us prove $S = TP - \psi(P)T = 0$. It suffices to show that $SQ = 0$ for every rank one idempotent operator $Q$ satisfying $PQ = QP = 0$ or $PQ = QP = Q$. If $PQ = QP = 0$, then $\psi(P)\psi(Q) = 0$ and hence $SQ = -\psi(P)TQ = -\psi(P)\psi(Q)T = 0$. If $PQ = QP = Q$, then $\psi(P)\psi(Q) = \psi(Q)$ and again we get $SQ = TQ - \psi(P)TQ = TQ - \psi(Q)T = 0$. Therefore, we have proved that

$$\psi(A)T = TA$$

for every idempotent operator, and consequently for every operator $A$ in $B(X)$, since $X$ is of infinite multiplicity. It is now obvious that $T$ is invertible, as the range of $T$ is invariant under $\psi(B(X)) = B(Y)$, which implies the surjectivity of $T$. Thus we have

$$\psi(A) = TAT^{-1} \quad \text{for every } A \in B(X).$$

If $\psi|_{\mathcal{F}(X)} = \eta$ is an anti-homomorphism, we have $\psi(x \otimes f) = Wf \otimes Rx$ and $\psi(F)^*R = RF$ for $F \in \mathcal{F}(X)$, where $W \in B(X^*,Y)$ and $R \in B(X,Y^*)$ are injective. A similar argument shows that $\psi(A)^*R = RA$ for all $A \in B(X)$, and hence $R$ is invertible. It follows that $\psi$ is an anti-homomorphism from $B(X)$ onto $B(Y)$. \(\square\)
It is proved in [2] that a bijective idempotent-preserving linear map from $B(H)$ onto itself is either an automorphism or an anti-automorphism, where $H$ is a complex Hilbert space. It is also proved in [13] that a surjective linear map $\phi$ on $B(H)$ preserves $r$-potents in both directions (i.e., $\phi(A)^r = \phi(A) \iff A^r = A$) if and only if either $\phi$ is an automorphism multiplied by an $(r - 1)$-th root of 1, or an anti-automorphism multiplied by an $(r - 1)$-th root of 1. Our following corollary generalizes these results.

**Corollary 3.7.** Let $H$ and $K$ be complex Hilbert spaces and $f$ a polynomial in $\mathcal{P}_0$. Let $\phi : B(H) \to B(K)$ be a linear map which is surjective and is nonzero on $F(X)$. Then $\phi$ preserves elements annihilated by $f(x)$ if and only if there exists a scalar $\lambda$ which is a root of 1 satisfying $\lambda Z(f) = Z(f)$ and there exists an invertible operator $T \in B(H, K)$ such that either $\phi(A) = \lambda TAT^{-1}$ for every $A$, or $\phi(A) = \lambda TA'T^{-1}$ for every $A$, where $A'$ is the transpose of $A$ relative to a basis.

Finally we give a characterization of homomorphisms between Banach algebras in terms of linear preservers.

**Theorem 3.8.** Let $\mathcal{A}$ and $\mathcal{B}$ be complex unital algebras and $\phi : \mathcal{A} \to \mathcal{B}$ a linear map. Let $f$ be a polynomial of degree greater than 1 and with no repeated roots such that $f(0) = 0$. If $\mathcal{A}$ is a Banach algebra, then the following statements are equivalent.

1. $\phi_2$ preserves elements annihilated by $f$.
2. $\phi$ is a homomorphism multiplied by an $r$-potent element with spectrum contained in $\{\lambda : \lambda Z(f) = Z(f)\}$.

**Proof.** (2)$\implies$(1) is obvious.

(1)$\implies$(2). Let $B = \phi(I)$. By Corollary 2.4, there exists a Jordan homomorphism $\psi$ such that $\phi = B\psi$ and $\psi(C)\psi(C^{-1}AC) = \psi(A)\psi(C)$ for all $A$ and all invertible $C$ in $\mathcal{A}$. As in the proof of Corollary 2.5, without loss of generality, we may assume that $\psi$ is unital. Then $\psi$ preserves invertibility and $\psi(C^{-1}) = \psi(C)^{-1}$. Note that, since $\psi$ is a Jordan homomorphism, we also have $\psi(EAE) = \psi(E)\psi(A)\psi(E)$ for any $A$ and $E$ in $\mathcal{A}$. Thus, if $C$ is invertible, we have

\begin{equation}
\psi(C^2A) = \psi(C(CAC)C^{-1}) = \psi(C)^2\psi(A).
\end{equation}

Now since $\mathcal{A}$ is a Banach algebra, the spectrum of every element in $\mathcal{A}$ is a nonempty compact subset of $\mathbb{C}$. Take a nonzero $\lambda \in \mathbb{C} \setminus (\text{Sp}(C) \cup \text{Sp}(C^2))$, where $\text{Sp}(T)$ denotes the spectrum of $T$ in $\mathcal{A}$. Replacing $C$ by $\lambda - C$ in (3.1), we get

\begin{equation}
\psi(CA) = \psi(C)\psi(A)
\end{equation}

for all $A$ and invertible $C$. Now for any $A$ and $W$ in $\mathcal{A}$, take $\lambda \in \mathbb{C}$ so that $\lambda - W$ is invertible. Then by (3.2) $\psi((\lambda - W)A) = (\lambda - \psi(W))\psi(A)$, which again implies that $\psi(WA) = \psi(W)\psi(A)$. Hence $\psi$ is homomorphic.

**Remark 3.2.** From the proof of the above theorem it is clear that if $\mathcal{A}$ and $\mathcal{B}$ are any unital algebras over $\mathbb{C}$ and if $\mathcal{A}$ has the property that $\text{Sp}(a) \neq \mathbb{C}$ and $\text{Sp}(c) \cup \text{Sp}(c^2) \neq \mathbb{C} \setminus \{0\}$ whenever $c$ is invertible, then the conclusion of Theorem 3.9 remains true.
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