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Abstract. G. Puninski, using model theoretical methods, showed that if a chain domain $R$ is nearly simple, then $Ra + bR = J(R)$ for any nonzero elements $a, b$ in $J(R)$, the Jacobson radical of $R$. Here, an algebraic proof is given for this result, exceptional chain domains are characterized, and it is shown that $V_0(R)$, the lattice generated by all proper nonzero left and right ideals, is a direct product of two linearly ordered sets if $R$ is nearly simple. In a certain sense this property characterizes nearly simple chain domains among all integral domains.

1. Introduction

Let $K$ be a skew field. A subring $R$ of $K$ is called a chain domain with $K$ as its skew field of quotients (or a chain order in $K$) if $x \in K \setminus R$ implies $x^{-1} \in R$. This name is justified by the fact that all left and all right ideals of a chain domain are linearly ordered by inclusion. Such subrings $R$ are sometimes called valuation rings or total subrings of $K$ and are said to have rank one if $J(R)$, the Jacobson radical of $R$, which is always maximal as a left and as a right ideal, is the only nonzero completely prime ideal of $R$.

A chain domain $R$ of rank one is either invariant, i.e., $aR = Ra$ for all $a$ in $R$, or it is nearly simple in which case $(0), J(R)$ and $R$ are its only ideals, or $R$ is exceptional and a prime ideal $Q$ exists with $(0) \subset Q \subset J(R)$. In this last case $\bigcap Q^n = (0)$ and there are no further ideals between $Q$ and $J(R)$. This was proved for chain domains in [3] and a corresponding result for the wider class of Dubrovin valuation rings was obtained in [2]. Examples of nearly simple chain domains were given among others by Mathiak in [9] and in [4] Dubrovin has constructed exceptional chain domains in the rational closure $K$ of the group ring of the universal covering group of $SL(2, \mathbb{R})$.

G. Puninski in [12] used model theoretical methods to investigate modules over a nearly simple chain domain $R$. He proved in Proposition 6.2 that $Ra + bR = J(R)$ for all nonzero $a, b$ in $J(R)$. Here we give an algebraic proof of this result in Theorem 2.3, and show in Theorem 2.4 that exceptional chain domains are characterized among the rank one chain domains by the condition that $Ra + bR$ is not an ideal of $R$ for some $a, b$ in $R$.

In the final section we show that the results mentioned above are best understood as properties of the lattice $V_0(R)$ generated by all proper nonzero left and right
ideals of \( R \). This lattice is distributive for \( R \) a chain domain, and it is a direct product of two nontrivial linearly ordered sets if \( R \) is in addition nearly simple. In Theorem 3.7 we characterize all integral domains with this property. Besides nearly simple chain domains there also occur the intersections of two nontrivial subinvariant chain orders which are comaximal.

2. The characterization via \( Ra + bR \)

Let \( R \) be a chain order in \( K \) and let \( I \) be an ideal (of \( R \)) in \( K \), i.e., \( I \) is an \( R \)-subbimodule of \( K \). Then

\[
I^{-1} = \{ y \in K \mid yI \subseteq R \text{ and } Iy \subseteq R \} \subseteq K
\]

is also an ideal of \( R \).

**Lemma 2.1.** Let \( R \) be a chain order in \( K \) and \( x \) a nonzero element in \( K \). Then \((Rx^{-1}R)^{-1}\) is the largest ideal in \( K \) contained in \( xR \cap Rx \).

**Proof.** By definition \( x^{-1}R(Rx^{-1}R)^{-1} \subseteq R \) and hence \((Rx^{-1}R)^{-1} \subseteq xR \). A similar argument shows \((Rx^{-1}R)^{-1} \subseteq Rx \) and \((Rx^{-1}R)^{-1} \subseteq xR \cap Rx \) follows. Now let \( A \) be an ideal in \( K \) with \( A \subseteq xR \cap Rx \). Then \( A \subseteq xR \), hence \( x^{-1}A \subseteq R \) and \( Rx^{-1}RA \subseteq R \) follows. The containment \( ARx^{-1}R \subseteq R \) is similarly proved which shows that \( A \subseteq (Rx^{-1}R)^{-1} \) and proves the statement of the lemma. \( \square \)

**Corollary 2.2.** Let \( R \) be a chain order in \( K \) and let \( x, y \) be elements in \( K \) with \( Rx \neq yR \). Then the following hold:

1. \((Rx^{-1}R)^{-1} = (Ry^{-1}R)^{-1} \implies RxR = RyR. \)
2. \( Rx^{-1}R = Ry^{-1}R \implies RxR = RyR. \)

**Proof.** Let \( I_1 \) be the smallest ideal in \( K \) containing \( x \), i.e., \( I_1 = RxR \), and let \( I_2 \) be the largest ideal in \( K \) which does not contain \( x \). Since \( Rx \neq xR \) it follows that \( I_2 \) is the largest ideal contained in \( xR \) and \( Rx \), i.e., \( I_2 \) is the largest ideal contained in \( xR \cap Rx \) and \( I_2 \) is distinct from \( I_1 \). Moreover, there are no further ideals between \( I_1 \) and \( I_2 \). Similarly, \( I_2' \), the largest ideal in \( K \) contained in \( yR \cap Ry \), is distinct from the ideal \( I_1' = RyR \) and there are no further ideals between \( I_1' \) and \( I_2' \). To prove 1., we observe that \( I_2 = (Rx^{-1}R)^{-1} = (Rx^{-1}R)^{-1} = I_2' \) by assumption and Lemma 2.1; hence \( I_1 = I_1' \) as the upper neighbour of \( I_2 \) in the chain of ideals in \( K \). The statement 2. follows immediately: \( Rx^{-1}R = Ry^{-1}R \) implies \((Rx^{-1}R)^{-1} = (Ry^{-1}R)^{-1} \) and \( RxR = RyR \) by 1. \( \square \)

To investigate \( Ra + bR \) for \( a, b \in R \) and \( R \) a chain order in \( K \) we first observe that \( Ra + bR \) is neither a right nor a left ideal of \( R \) in general. Obviously, \( Ra \) is a right ideal of \( a^{-1}Ra \) and this means that \( Ra + bR \) is a right ideal of \( a^{-1}Ra \cap R \). As an isomorphic image of a chain order, \( a^{-1}Ra \) is also a chain order in \( K \) and we therefore have to deal with the intersection of a finite number of chain orders in \( K \). Let us recall some results from \([5]\) (see also \([11]\)): Let \( R_1, \ldots, R_n \) be chain orders in a skew field \( K \) and let \( S = R_1 \cap \ldots \cap R_n \) be their intersection. Then \( S \) is an order in \( K \) and any maximal right (left) ideal \( M \) of \( S \) can be written as \( M = J(R_i) \cap S \) for some \( i \) where \( J(R_i) \) is the unique maximal ideal of \( R_i \). Furthermore, the classical Ore localization \( S_M = \{ sm^{-1} \mid s \in S \text{ and } m \in S \cap M \} \) is an order in \( K \) for any maximal ideal \( M \) of \( S \) and \( S_M = R_i \) whenever \( M = J(R_i) \cap S \). Finally, if \( A \) and \( B \) are right \( S \)-submodules of \( K \) such that \( AR_i = BR_i \) for \( i = 1, \ldots, n \), then \( A = B \).

An immediate consequence of this is that the lattice of all right (left) \( S \)-submodules...
of $K$ is distributive, since the lattice of all right (left) $R_e$-submodules of $K$ is totally ordered by inclusion.

**Theorem 2.3** (Puninski). Let $R$ be a nearly simple chain domain and let $a,b$ be nonzero elements in $J(R)$. Then $Ra + bR = J(R)$.

**Proof.** Let $A = Ra + bR$. Then $A = a(a^{-1}Ra) + bR$ is a right $S$-submodule of $K$ where $S = a^{-1}Ra \cap R$. To prove $A = J(R)$, it is sufficient to show that $AR = J(R)$ and $A(a^{-1}Ra) = J(R)a^{-1}Ra$ by the above remark.

First we prove $Ra^{-1}R = K$ and we suppose $Ra^{-1}R \subseteq K$. Then there exists $x \in K$ such that $x \notin Ra^{-1}R$, i.e., $Ra^{-1}R \subseteq xR$ and $Ra^{-1}R \subseteq Rx$. We conclude $x^{-1}Ra^{-1}R \subseteq R$ as well as $Ra^{-1}Rx^{-1} \subseteq R$, and therefore $x^{-1} \in (Ra^{-1}R)^{-1}$. By Lemma 2.1 we know that $(Ra^{-1}R)^{-1}$ is the largest ideal contained in $aR \cap Ra$, i.e., $(Ra^{-1}R)^{-1} = (0)$ since $R$ is nearly simple–a contradiction.

From $Ra^{-1}R = K$ we get $J(R)a^{-1}Ra = J(R)Ra^{-1}Ra = J(R)Ka = K$ and $A(a^{-1}Ra) = ARa^{-1}Ra = AKa = K$. Finally, $AR = J(R)$ follows from $RaR \subseteq AR \subseteq J(R)$ and $J(R) \subseteq RaR$ since $RaR$ is a nontrivial ideal and $R$ is nearly simple. \hfill $\square$

If $R$ is a nearly simple chain domain, then Theorem 2.3 shows that $Ra + bR$ is an ideal for all nonzero $a, b$ in $R$. The same is true if $R$ is invariant since then $Ra$ and $bR$ are both ideals. The next theorem shows that this statement does not hold for rank one chain orders which are exceptional.

**Theorem 2.4.** The following conditions are equivalent for a rank one chain order $R$ in $K$:

1. $R$ is exceptional.
2. There exist nonzero elements $a, b$ in $R$ such that $Ra + bR$ is not an ideal.
3. $R$ is not invariant and $Ra + bR$ is not an ideal in $R$ whenever both $Ra$ and $bR$ are not ideals in $R$ for $a, b$ in $R$.

**Proof.** We first show that 3. implies 2. Since $R$ is not invariant we obtain $Ra \neq aR$ for some $a$ in $R$. If $aR \subseteq Ra$, then $R \subseteq a^{-1}Ra$–a contradiction since $R$ has rank one. Thus $aR \not\subseteq Ra$ and similarly $Ra \not\subseteq aR$. This shows that both $Ra$ and $aR$ are not ideals and by 3. we conclude that $Ra + aR$ is not an ideal.

To prove that 2. implies 1. we only have to remark that $Ra + bR$ is an ideal whenever $R$ is nearly simple or invariant as mentioned above.

It remains to show that 1. implies 3. Let $a$ be an element in $R$ such that $Ra$ is not an ideal. Then there exist ideals $I_1, I_2$ in $R$ with $I_1 \supseteq Ra \supseteq I_2$ and there is no further ideal between $I_1$ and $I_2$. If $bR$ is contained in $I_2$ or contains $I_1$, then $Ra + bR$ is not an ideal, since both $Ra$ and $bR$ are not ideals. We can therefore assume that $I_1 \supseteq bR \supseteq I_2$ and $I_1 \supseteq Ra + bR \supseteq I_2$ follows; in addition $RaR = I_1 = RbR$. Next we prove $I_2 \neq (0)$. Since $R$ is exceptional by assumption there exists a prime ideal $Q$ such that $(0) \subset Q \subset J(R)$ and $\bigcap Q^n = (0)$. Since $a$ and $b$ are nonzero this means $Q^n \subseteq Ra \cap bR$ for some $n \in \mathbb{N}$ and therefore $(0) \subset Q^n \subseteq I_2$.

It remains to show that $I_1 \neq Ra + bR =: A$. We consider $A = aa^{-1}Ra + bR$ as a right $S$-module where $S = a^{-1}Ra \cap R$, and as above $A \neq I_1$ if and only if $AR \neq I_1R$ or $Aa^{-1}Ra \neq I_1 a^{-1}Ra$. However, $AR = RaR + bR = I_1 = I_1R$. We will assume that $Aa^{-1}Ra = I_1 a^{-1}Ra$ and show that this leads to a contradiction. $Aa^{-1}Ra = Ra + bRa^{-1}Ra = I_1 a^{-1}Ra$ implies $R + bRa^{-1}R = I_1 a^{-1}R = I_1 Ra^{-1}R$. 
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We apply Corollary 2.2.2 to \( x = a^{-1} \) and \( y = b^{-1} \) and obtain \( Ra^{-1}R = Rb^{-1}R \).

Hence,
\[
bRb^{-1}R = R + bRb^{-1}R = \frac{R + bRa^{-1}R = I_1Ra^{-1}R = I_1Rb^{-1}R \subseteq Rb^{-1}R.}
\]

Since \( I_1 \) is an ideal, \( bRb^{-1}R = I_1Ra^{-1}R \) is also an ideal, i.e., \( RbRb^{-1}R = I_1Rb^{-1}R = bRb^{-1}R \).

This shows \( (bRb^{-1}R)(bRb^{-1}R) = bRb^{-1}(bRb^{-1}R) = bRb^{-1}R \) and hence \( bRb^{-1}R \) is an overring of \( R \) in \( K \). Using \( (0) \subseteq I_2 \subseteq Rb \cap bR \) we obtain \( (Rb^{-1}R)^{-1} \neq (0) \) by Lemma 2.1, i.e., \( Rb^{-1}R \neq K \) as well as \( bRb^{-1}R \neq K \). Since \( R \) has rank one it follows that \( bRb^{-1}R = R \) which implies \( Rb^{-1}Rb = b^{-1}Rb \). But then \( R \subseteq b^{-1}Rb \) and \( R = b^{-1}Rb \) since \( R \) has rank one. Thus \( bR \) is an ideal—a contradiction which proves that \( 1. \) implies \( 3. \)

\[\square\]

3. The lattice \( V_0(R) \)

In section 2 an algebraic proof of Puninski’s theorem was given and we also saw how this characterizes nearly simple chain domains. Now we will apply this result to describe nearly simple chain domains via their lattices generated by all left and right ideals in \( K \). Let \( R \) be a chain order in \( K \). By a right ideal (left ideal) we mean a right (left) \( R \)-submodule in \( K \) and \( V(R) \) denotes the lattice generated by all left and right ideals of \( R \). Our first result is

**Proposition 3.1.** \( V(R) \) is a distributive lattice for any chain order \( R \) in \( K \).

**Proof.** For \( A_1, A_2, A_3 \) in \( V(R) \) it must be shown that

\[\ast \]
\[A_1 \cap (A_2 + A_3) = (A_1 \cap A_2) + (A_1 \cap A_3)\]

where “\( \supseteq \)” is obvious. Thus, let \( a \) be in \( A_1 \cap (A_2 + A_3) \). Only finitely many right or left \( R \)-ideals in \( K \), say \( I_1, \ldots, I_m \), appear in the representations of \( A_1 \subseteq A_2, A_3 \).

It is easily shown by induction on \( m \), that for any \( i = 1, \ldots, m \) there exists \( a_i \in I_i \) such that \( I_i' := a_iR \subseteq I_i \) if \( I_i \) is a right \( R \)-ideal or \( I_i' := Ra_i \subseteq I_i \) otherwise and \( a \in A_1 \cap (A_2 + A_3) \) where \( A_1', A_2', A_3' \) are obtained from \( A_1, A_2, A_3 \) after replacing \( I_1, \ldots, I_m \) by \( I_1', \ldots, I_m' \). It follows that \( A_i' \subseteq A_i \) for \( i = 1, 2, 3 \), and \( R_1 = R \) if \( I_1' \) is a right \( R \)-ideal and \( R_1 = a_i^{-1}Ra_i \) if \( I_1' \) is not, i.e., \( I_1' = Ra_i \). In any case \( I_1' \) is a right \( R \)-ideal and therefore \( A_1', A_2', A_3' \) are right ideals of \( S \) where \( S = R_1 \cap \ldots \cap R_m \). Each \( R_i \) is a chain order in \( K \) and this means that the lattice of all right ideals of \( S \) is distributive by the remarks before Theorem 2.3. We get

\[a \in A_1' \cap (A_2' + A_3') = (A_1' \cap A_2') + (A_1' \cap A_3') \subseteq (A_1 \cap A_2) + (A_1 \cap A_3)\]

which proves \( \ast \). \[\square\]

In the proof of Proposition 3.1 we deal with the intersections of an arbitrary but finite number of conjugates of \( R \), and one might wonder whether the intersection \( S \) of all \( aRa^{-1} \) with a nonzero in \( K \) could be considered instead. First of all, \( S \) is invariant under all inner automorphisms of \( K \), i.e., \( aSa^{-1} = S \) for all nonzero \( a \) in \( K \), and therefore any right \( S \)-submodule of \( K \) is also a left submodule and vice versa. If \( V(S) \) denotes the lattice of all \( S \)-submodules of \( K \), then \( V(R) \) is a sublattice of \( V(S) \). It is still an open problem whether \( S \) is an order in \( K \) or not. Since \( S \) is invariant it has a classical Ore field of fractions but it is not known whether \( K \) is the quotient field in general (cf. [1]). In [1] an example is given which shows that \( V(S) \) need not be distributive, i.e., the distributivity of \( V(R) \) does not carry over to \( V(S) \) in general. But there are also nontrivial examples where \( V(S) \) is distributive. For instance, in [2] an example of a nearly simple chain domain \( R \) is
Let \( I \) be a nearly simple chain domain. Then every \( A \) in \( V_0(R) \) can be written uniquely in the form \( A = L \cap I \), where \( L \) is a nonzero left ideal and \( I \) is a nonzero right ideal of \( R \) contained in \( J(R) \).

**Theorem 3.2.** Let \( R \) be a nearly simple chain domain. Then every \( A \) in \( V_0(R) \) can be written uniquely in the form \( A = L \cap I \), where \( L \) is a nonzero left ideal and \( I \) is a nonzero right ideal of \( R \) contained in \( J(R) \).

**Proof.** Let \( A \) be in \( V_0(R) \). Then \( A \) can be written as the sum of intersections of proper nonzero right or left ideals in \( R \) by the distributivity of \( V_0(R) \). Since the lattice of right ideals of \( R \) as well as the lattice of left ideals of \( R \) is a chain, it follows that \( A = (L_1 \cap I_1) + \cdots + (L_n \cap I_n) \) for nonzero left ideals \( L_i \) and right ideals \( I_i \) contained in \( J(R) \) for \( i = 1, \ldots, n \); we can write \( L = L \cap J(R) \) for a left ideal \( L \) of \( R \) contained in \( J(R) \) and similarly \( I = J(R) \cap I \) for a right ideal \( I \). We show next that

\[
(L_1 \cap I_1) + (L_2 \cap I_2) = (L_1 + L_2) \cap (I_1 + I_2)
\]

for nonzero left ideals \( L_i \) and nonzero right ideals \( I_i \) contained in \( J(R) \). Using the distributive law we have

\[
(L_1 \cap I_1) + (L_2 \cap I_2) = ((L_1 \cap I_1) + L_2) \cap ((L_1 \cap I_1) + I_2)
\]

which is equal to \((L_1 + L_2) \cap (I_1 + I_2)\) since \( I_1 + L_2 = L_1 + I_2 = J(R) \) by Theorem 2.3.

It remains to show the uniqueness of the representation \( A = L \cap I \). Therefore, assume that \( L_1 \cap I_1 = L_2 \cap I_2 \) for nonzero left ideals \( L_i \) and right ideals \( I_i \) in \( J(R) \) for \( i = 1, 2 \); first also assume \( L_1 = L_2 = L \). Then

\[
I_1 = J(R) \cap I_1 = (L + I_2) \cap I_1 = (L \cap I_1) + (I_2 \cap I_1) = (L \cap I_2) + (I_1 \cap I_2) = (L + I_1) \cap I_2 = J(R) \cap I_2 = I_2.
\]

Basically, this is the lattice-theoretical proof for the fact that relative complements are unique in a distributive lattice (cf. \([7]\)). To derive the general case, we can assume \( I_2 \subseteq I_1 \), and since

\[
(L_1 + L_2) \cap I_1 = (L_1 + L_2 + L_1) \cap (I_2 + I_1) = [(L_1 + L_2) \cap I_2] + [L_1 \cap I_1] \text{ (see (+))}
\]

we get \( I_1 = I_2 \) and therefore \( L_1 = L_2 \) by symmetry. \( \Box \)

If \( \mathcal{L}_R \) denotes the set of all nonzero left ideals of \( R \) contained in \( J(R) \) and \( \mathcal{R}_R \) the corresponding set of right ideals, then \( \mathcal{L}_R \times \mathcal{R}_R \) as well as \( \mathcal{R}_R \) are totally ordered by inclusion. \( \mathcal{L}_R \times \mathcal{R}_R \) is a partially ordered set with respect to

\[
(I_1, J_1) \leq (I_2, J_2) \iff (I_1 \subseteq I_2 \land J_1 \subseteq J_2),
\]
which turns $\mathcal{L}_R \times \mathcal{R}_R$ into a lattice where

$$(I_1, J_1) \wedge (I_2, J_2) = (I_1 \cap I_2, J_1 \cap J_2), \quad (I_1, J_1) \vee (I_2, J_2) = (I_1 \cup I_2, J_1 \cup J_2).$$

With this notation Theorem 3.2 states that

$$\mathcal{L}_R \times \mathcal{R}_R \rightarrow V_0(R), \quad (I, J) \mapsto I \cap J$$

is an order isomorphism (cf. (+) in the proof above). Therefore we obtain

**Corollary 3.3.** If $R$ is a nearly simple chain domain, then $V_0(R)$ is a direct product of two nontrivial linearly ordered sets.

Our next goal is to characterize all integral domains with the property mentioned in the corollary above. Here, integral domain means associative ring with 1 and without zero-divisors. For such a ring $R$ let $V_0(R)$ be the lattice generated by all nonzero proper left and right ideals of $R$. Even though $V_0(R)$ is generated by elements different from (0) and $R$, the lattice $V_0(R)$ may contain (0) or $R$ in general. Following Mathiak (cf. [?]) we introduce

**Definition 3.4.** A chain order $R$ in a skew field $K$ is called subinvariant if there exists an invariant chain order $S$ in $K$ contained in $R$.

It follows that subinvariant chain orders $R$ in $K$ are exactly the localizations of invariant chain orders of $K$. The next result shows that subinvariant chain orders can also be characterized as those integral domains $R$ with $V_0(R)$ a chain.

**Theorem 3.5.** The following conditions are equivalent for a chain order $R$ in $K$:

1. $R$ is subinvariant.
2. $V_0(R)$ is totally ordered by inclusion.
3. For any nonzero $a$ in $K$ either $R \subseteq aRa^{-1}$ or $aRa^{-1} \subset R$.

**Proof.** Assume 1. and let $S$ be an invariant chain order contained in $R$. Then $J(R) \subseteq J(S) \subset S \subseteq R$. Any left or right $R$-ideal contained in $J(R)$ is therefore an ideal in $S$ and it follows that $V_0(R)$ is totally ordered which proves 2. If condition 2 holds for $R$, then $Ra \subseteq aR$ or $aR \subset Ra$ for all nonzero $a$ in $R$, i.e., $R \subseteq aRa^{-1}$ or $aRa^{-1} \subset R$. If $a$ is not in $R$, then $a^{-1}$ is in $R$ since $R$ is a chain order, and we get $R \subseteq a^{-1}Ra^{-1}$ or $a^{-1}Ra^{-1} \subset R$, which proves 3. In order to show that 3. implies 1. we consider the ring $S = \bigcap aRa^{-1}$, where the intersection is taken over all conjugates of $R$. Then $S$ is an invariant subring of $K$, and we show that $S$ is a chain order in $K$. If $x$ is in $K$ and not in $S$, then $x \notin aRa^{-1}$ for some nonzero $a$ in $K$. But then $x^{-1} \in aRa^{-1}$ and $x^{-1}$ is in any conjugate of $R$ containing $aRa^{-1}$. Any conjugate of $R$ contained in $aRa^{-1}$ also contains $x^{-1}$ since it does not contain $x$. It follows from 3. that the conjugates of $R$ form a chain, hence $x^{-1} \in S$ and $S$ is a chain order in $K$, which proves 1.

**Definition 3.6.** Two nontrivial chain orders $R$ and $R'$ in $K$ are said to be comaximal if $K$ is the only subring of $K$ which contains $R$ and $R'$.

We investigate the intersection $T = R \cap R'$ of two nontrivial subinvariant chain orders $R$ and $R'$ which are comaximal and claim that $V_0(T) \cong V_0(R) \times V_0(R')$ where $\cong$ means isomorphic as lattices, $V_0(R) = V_0(R) \cup \{R\}$, and $V_0(R') = V_0(R') \cup \{R'\}$. As in the proof of Proposition 3.1 we conclude that $V_0(T)$ is distributive. Thus, any element of $V_0(T)$ can be written as a finite sum of elements of the form $I \cap J$ where $I$ is a proper nonzero left and $J$ a right ideal of $T$. Since $I$ is an intersection of a
left ideal of $R$ and a left ideal of $R'$ and similarly for $J$, we see that the elements from $V_0(T)$ are finite sums of elements like $I \cap J \cap J'$. Here, $I$ is a nonzero left and $J$ a right ideal of $R$ and $I'$ a nonzero left and $J'$ a right ideal of $R'$, where $I, J$ and $I', J'$ may be equal to $R$ or $R'$ respectively. $R$ and $R'$ are subinvariant and therefore $V_0(R)$ as well as $V_0(R')$ are totally ordered by inclusion. This shows that $V_0(T)$ consists of all finite sums of elements of the form $I \cap I'$ where $I$ is a nonzero left or right ideal of $R$ and $I'$ a nonzero left or right ideal of $R'$. With this notation we prove

\[(++)
(I \cap I') + (J \cap J') = (I + J) \cap (I' + J').\]

By the distributivity of $V_0(T)$ we have

\[(I \cap I') + (J \cap J') = [(I \cap I') + J] \cap [(I \cap I') + J'] = (I + J) \cap (I' + J) \cap (I' + J').\]

We are done if $I + J' = J + I' = K$ is shown and we just prove $I + J' = K$. Since $R$ is subinvariant there exists an invariant chain order $S$ in $K$ contained in $R$. Let $S'$ be an invariant chain order in $K$ contained in $R'$. Then $S$ and $S'$ are comaximal since $R$ and $R'$ are comaximal and furthermore $I$ is a nonzero ideal of $S$ where $J'$ is a nonzero ideal of $S'$. Let $a$ and $a'$ be nonzero elements in $I$ and $J'$ respectively. We show $K \subseteq I + J'$. Let $x$ be arbitrary in $K$. By the approximation theorem for comaximal invariant chain domains (cf. [10] or [11]) there exists $y \in K$ such that

\[x - y \in aS \quad \text{and} \quad y \in a'S'.\]

This shows $x = (x - y) + y \in aS + a'S' \subseteq I + J'$ as well as $I + J' = K$ and $(++)$ is proved.

From $(++)$ we derive that $V_0(T)$ consists of all elements of the form $I \cap I'$ where $I$ and $I'$ are in $V_0(R)$ and $V_0(R')$ respectively. Now we can proceed as in the proof of Theorem 3.2 to verify that the representation $I \cap I'$ is unique. There we used $I + J = J(R)$ for a nonzero left ideal $I$ and a nonzero right ideal $J$ contained in $J(R)$. Here, this argument is replaced by $I + J = K$ for any $I \in V_0(R)$ and $J \in V_0(R')$. Finally, we obtain that

\[V_0(R) \times V_0(R') \longrightarrow V_0(T), \quad (I, I') \longrightarrow I \cap I'\]

is an order isomorphism and this proves one part of

**Theorem 3.7.** Let $R$ be an integral domain. Then $V_0(R)$ is the direct product of two nontrivial linearly ordered sets if and only if $R$ is a nearly simple chain domain or the intersection of two nontrivial subinvariant chain orders in a skew field which are comaximal.

**Proof.** Let us assume $V_0(R) \cong S_1 \times S_2$ where $S_1, S_2$ are nontrivial linearly ordered sets. Then, $V_0(R)$ is distributive and therefore the lattice of all left ideals as well as the lattice of all right ideals are distributive, i.e., $R$ is a $P$-ring in the sense of [5]. Therefore, $R$ has a classical Ore field of fractions $K$, and $R$ is the intersection of chain orders in $K$ which can be obtained from $R$ via localization at the maximal ideals of $R$. We distinguish two cases.

Case 1. The ring $R$ has a unique maximal ideal $M = J(R)$ which implies that $R$ is a chain order in $K$. If $I$ is a nonzero ideal strictly contained in $J(R)$, then $I$ is a waist in $V_0(R)$, i.e., $J \subseteq I$ or $I \subseteq J$ for all $J \in V_0(R)$. But $V_0(R) \cong S_1 \times S_2$,
where $S_1, S_2$ are nontrivial, shows that this cannot occur. Therefore, $R$ has rank one and $R$ cannot be invariant or exceptional.

Case 2. The ring $R$ has more than one maximal ideal. Then $R$ belongs to $V_0(R)$ and $S_1 \times S_2$ has a maximal element which means that $S_i$ has a maximal element $s_i$, $i = 1, 2$. Let $M_1$ be a maximal ideal of $R$. Then $M_1$ is maximal as a right and left ideal. Therefore, $M_1$ is a lower neighbour of $R$ in $V_0(R)$ and if $M_1$ corresponds to $(x_1, x_2)$ in $S_1 \times S_2$ we can assume $x_2 = s_2$ and $x_1 = t_1$ is the lower neighbour of $s_1$ in $S_1$. We conclude that $R$ has only two maximal ideals, $M_1$ and $M_2$, and $M_2$ corresponds to $(s_1, t_2)$ where $t_2$ is the lower neighbour of $s_2$. Since $V_0(R)$ is distributive, the localization $B_i = R_{M_i} = M_i R$ is a chain order in $K$, $i = 1, 2$. Furthermore, $R = B_1 \cap B_2$ and $B_1, B_2$ are comaximal. Otherwise there exists a nonzero completely prime ideal $P$ of $R$ which is a waist in $V_0(R)$—a contradiction. We show that $B_i$ is subinvariant and we can assume $i = 1$. Let $a$ be a nonzero element in $J(B_1)$ and let $P$ be the minimal completely prime ideal of $B_1$ containing $a$. The nonzero completely prime ideal $Q = P \cap R$ satisfies $Q \subseteq J(B_1) \cap R$ and $Q \not\subseteq J(B_2) \cap R$ by the comaximality of $B_1, B_2$. There exists $x \in Q$ such that $x \not\in J(B_2) \cap R$ and $x$ is a unit in $B_2$. In the representation $S_1 \times S_2$ the left ideal $Rx$ and the right ideal $xR$ correspond to elements $(s_1, s_2)$ which means $xR \subseteq Rx$ or $Rx \subseteq xR$. Let $xR \subseteq Rx$ and the case $Rx \subseteq xR$ can be treated similarly. Then $R \subseteq x^{-1}Rx$ and $B_2 = x^{-1}B_2x$ as $x$ is a unit in $B_2$. Since $x^{-1}Rx = x^{-1}B_1x \cap x^{-1}B_2x$ and $x^{-1}B_1x, x^{-1}B_2x$ are comaximal, we conclude $B_1 \subseteq x^{-1}B_1x$ and $B_1x$ is an ideal of $B_1$ contained in $P$ which is the minimal completely prime ideal of $B_1$ containing $a$. The intersection $\bigcap_n (B_1x)^n$ is a completely prime ideal of $B_1$ strictly contained in $P$ and there exists $n \in \mathbb{N}$ such that $B_1x^n = (B_1x)^n \subseteq B_1 a$ and $R \cap B_1x^n \subseteq R \cap B_1a$. Clearly, $x \not\in R \cap J(B_2)$ implies $R \cap B_1a \subseteq R \cap J(B_2)$. There exists $v \in R \setminus J(B_1)$ and $v \in R$ such that $a = u^{-1}v$ and this means $B_1a = B_1u^{-1}v = B_1v$. If $v \not\in J(B_2)$, the arguments we used above to investigate $x$ now show that $vB_1 \subseteq B_1v$ or $B_1v \subseteq vB_1$. Since $u$ is a unit in $B_1$, this finally implies $aB_1 \subseteq B_1a$ or $B_1a \subseteq aB_1$. If $v \in J(B_2)$, then $B_1(x^n + v) = B_1v$ since $B_1x^n \subseteq B_1v$, and $B_2(x^n + v) = B_2$ since $B_2v \subseteq B_2x^n = B_2$ and we consider $x^n + v$ instead of the element $v$.

Theorem 3.7 shows how nearly simple chain domains can be characterized by the lattice generated by all proper nonzero left and right ideals.

**Corollary 3.8.** Let $R$ be an integral domain and let $V_0(R)$ be the lattice which is generated by all proper nonzero left and right ideals in $R$. Then $R$ is a nearly simple chain domain if and only if $V_0(R)$ is the direct product of two nontrivial linearly ordered sets and $V_0(R)$ has no dual atoms.

**Proof.** If $V_0(R)$ is the direct product of two nontrivial linearly ordered sets, then the supremum $s$ of $V_0(R)$ exists in $V_0(R)$, as we observed above. If $R$ is not nearly simple, then $R$ is the supremum and any maximal ideal $M$ is a lower neighbour of $s$ which is called a dual atom. If $R$ is nearly simple, then $J(R)$ is the supremum of $V_0(R)$ and there is no left or right ideal which is a lower neighbour of $J(R)$. 
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