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Abstract. We consider a non-local variational problem whose critical points are related to bound states in certain optical fibers. The functional is given by
\[ \varphi(u) = \frac{1}{2} |u|_1^2 - \int_0^1 \int_{\mathbb{R}^2} |e^{it\Delta} u|^4 \, dx \, dt, \]
and relying on the regularizing properties of the solution \( e^{it\Delta} \) to the free Schrödinger equation, it will be shown that \( \varphi \) has infinitely many critical points.

1. Introduction

In optical fiber devices a key issue is to transfer signals, which come in the form of pulses, over long distances. Therefore the question arises of how to stabilize those pulses in order to counteract the effects of loss and dispersion along the fiber. Classical approaches to this question rely mostly on techniques related to linearizing the problem. However, over the past two decades there have been suggested different approaches which intend to make use of nonlinear effects in the underlying equations; cf. e.g. [5]. As a model, we consider the nonlinear Schrödinger equation (NLS)

\[ \begin{align*}
  iu_t + d(t) \Delta u + c(t) |u|^2 u &= 0 \\
\end{align*} \tag{1.1} 

for the envelope function \( u = u(t, x) \) of the electromagnetic wave. Here \( t \in \mathbb{R} \) is the distance along the fiber, whereas the coordinate of the sections orthogonal to the fiber is \( x \in \mathbb{R}^2 \). The main motivation of introducing the \( t \)-dependent coefficients \( d(t) \) and \( c(t) \) can be seen best by recalling that the NLS \( iu_t + \Delta u - |u|^2 u = 0 \) is “defocussing”, whereas the NLS \( iu_t + \Delta u + |u|^2 u = 0 \) is “focussing”; cf. [13]. Therefore it could be anticipated that an appropriate switching of \( d(t) \) and/or \( c(t) \) from \( +1 \) to \( -1 \) would lead to the desired stabilizing effect, thus compensating dispersion through the nonlinearity. This technique goes under the heading “dispersion management” (cf. [6, 7, 11] and the references therein) and it should be noted that meanwhile dispersion managed optical fibers have even been successfully commercialized.
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From a mathematical viewpoint, an important problem for NLS-type equations such as (1.1) is to prove that they support bound states, since these are expected to play a dominant role for the dynamics, in analogy to e.g. [14]. In view of applications, a particular relevant case arises when \( d(t) \) is varying rapidly and \( c(t) \) is constant. Then (1.1) can be averaged over one period of \( d(t) \) to obtain a simpler equation which should have properties similar to those of (1.1). After some calculation (and assuming that this period is of unit length), it was shown in [17] that the relevant averaged equation may be written in the form

\[
iu_t + \alpha \Delta u + Q(u) = 0,\]

with \( \alpha > 0 \) denoting the residual dispersion, and

\[
Q(u) = \int_0^1 U(t)^{-1} \left( |U(t)u|^2 (U(t)u) \right) \, dt, \quad u \in L^2.
\]

In (1.2), \( U(t)u_0 = e^{it\Delta}u_0 \) is the evolution operator of the free Schrödinger equation, i.e., \( u(t, x) = (U(t)u_0)(x) \) solves

\[
iu_t + \Delta u = 0, \quad u(0, x) = u_0(x).
\]

By the results of [17], in a situation where \( c(t) \equiv 1 \) and \( d(t) \) in (1.1) is a square function, if \( d(t) \) is replaced by \( \varepsilon^{-1}d(\varepsilon^{-1}t) \) and \( \varepsilon \) is sufficiently small, then (1.2) indeed provides a good approximation of (1.1); see [17, Thm. 4.1].

Making the ansatz \( u(t, x) = e^{i\omega t} \psi(x) \) for a solution of (1.2), we see that \( \psi(x) \) has to satisfy

\[
\alpha \Delta \psi - \omega \psi + Q(\psi) = 0.
\]

Accordingly, in [17] it was further shown that the variational problem

\[
\min \left\{ \alpha \int_{\mathbb{R}^2} |\nabla \psi|^2 \, dx - \frac{1}{2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} |U(t)\psi|^4 \, dx \, dt : \psi \in H^1, \int_{\mathbb{R}^2} |\psi|^2 \, dx = \lambda \right\}
\]

admits a solution for every \( \alpha, \lambda > 0 \); note that \( \int_{\mathbb{R}^2} Q(\psi) \psi \, dx = \int_0^1 \int_{\mathbb{R}^2} |U(t)\psi|^4 \, dx \, dt \). Cf. [9] for related results, and [15] for properties of this solution. Hence there is a solution \( \psi \) of (1.5) with \( \omega = -\mu \), where \( \mu \) denotes the associated Lagrange multiplier. We remark that \( P_\lambda := \min \{ \ldots \} < 0 \) for the minimum from (1.6) by [17], thus upon multiplication of (1.5) by \( \psi \) and integration, it follows that necessarily \( \omega = \lambda^{-1} \left( \frac{1}{2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} |U(t)\psi|^4 \, dx \, dt - P_\lambda \right) > 0 \). In fact the results in [17, 9] are only proven for the one-dimensional case \( x \in \mathbb{R} \), but they transfer to the (physically relevant) case \( x \in \mathbb{R}^2 \) without difficulty. However, the problem remained open to show that there are multiple solutions of (1.5), i.e., multiple critical points of the functional

\[
I(\psi) = \frac{1}{2} \int_{\mathbb{R}^2} \left( \alpha |\nabla \psi|^2 + \omega |\psi|^2 \right) \, dx - \frac{1}{4} \int_0^1 \int_{\mathbb{R}^2} |U(t)\psi|^4 \, dx \, dt, \quad \psi \in H^1,
\]

as is indicated by the numerical results in [8]. The ultimate (but far out of reach) goal would be to verify that the multiple bound-state type solutions of (1.2) we have obtained this way would lead to corresponding (approximate) solutions of (1.1) which are dynamically relevant.

The aim of this paper is to show that for every \( \alpha, \omega > 0 \) the functional \( I \) admits a sequence of radially symmetric critical points \( (\psi_j) \subset H^1 \) such that \( |\psi_j|_{H^1} \to \infty \) as \( j \to \infty \). We remark that we cannot prove the analogous result in the one-dimensional case, mainly due to the fact that in this case no compactness can
We consider the group $G$. Theorem 1.1. The fact that $Q$ where

$$v \left| \left( \frac{2}{n} \right) \right.$$

is verified by arguments similar to those used in Lemma 2.6 below.

Next we are going to argue that the ‘principle of symmetric criticality’ [10] applies, which allows us to reduce the problem to rotationally symmetric functions. We consider the group $G = O(2)$ of rotations of $\mathbb{R}^2$ acting on $H^1$ as $(gu)(x) = (g(u_1 + iu_2))(x) := u_1(g^{-1}x) + iu_2(g^{-1}x)$, $g \in G$. This action is isometric, i.e., $|gu|_{H^1} = |u|_{H^1}$ for $g \in G$, and moreover $\text{Fix}(G) = \{u \in H^1 : gu = u \text{ for all } g \in G\} = H^1_G$ is the space of functions $u \in H^1$ being invariant under all rotations.

Lemma 2.2. The functional $\varphi$ is invariant under $G$.

Proof. We need to verify that $\varphi(gu) = \varphi(u)$ for $g \in G$ and $u \in H^1$. For this we note that $v(t) = g(U(t)u)$ has $v(0) = gu$ as well as $iuv(t) = ig(i\Delta U(t)u) = -\Delta (g(U(t)u)) = -\Delta v(t)$, due to the rotational invariance of $\Delta$. Hence $g(U(t)u) = v(t) = U(t)(gu)$, and this yields the claim. \hfill \Box

Therefore [10] implies that we can restrict $\varphi$ to $H^1_G$ to find critical points, and this space enjoys much better properties than $H^1$; see the following lemma. We note, however, that our results do not imply that necessarily all critical points of $\varphi$ are radially symmetric.

Lemma 2.3. The embedding $H^1_G \subset L^4$ is compact, and for $u \in H^1_G$ the estimate

$$|u(x)| \leq C|u|^{1/2}_{L^2} |\nabla u|^{1/2}_{L^2} |x|^{-1/2} \text{ a.e. in } \mathbb{R}^2$$

holds, with $C$ independent of $u$.

Proof. Cf. [12]. \hfill \Box
The proof of Lemma 2.2 shows that
\begin{align*}
\frac{1}{2} \frac{d}{dt} |U(t)u|_{L^2}^2 + |\nabla (U(t)u)|_{L^2}^2 &\leq C |\nabla u|_{L^2}^2 |u|_{L^2}^2, \\
\end{align*}
with \( C \) independent of \( u \).
\[ \square \]

An important role will be played by the classical Strichartz estimate for the linear Schrödinger equation \[ \text{(1.3)} \] which says that there is a constant \( C > 0 \) such that
\begin{align*}
(2.2) \quad \int_{\mathbb{R}} |U(t)u|_{L^{6,6}}^3 dt &\leq C |u|_{L^2}^6, \\
\int_{\mathbb{R}} |U(t)u|_{L^{6,6}}^3 dt &\leq C |u|_{L^2}^3, \quad u \in L^2
\end{align*}
(cf. \[ \text{[1]} \text{Thm. 3.2.5} \]), and note that the pairs \( (q, r) = (3, 6) \) and \( (q, r) = (6, 3) \) are both admissible in dimension two. We will also need an estimate on the localization properties of the linear Schrödinger equation.

Lemma 2.5. There is a constant \( C > 0 \) such that for any \( u \in H^1 \), \( t \in \mathbb{R} \), and \( R > 0 \) we have
\begin{align*}
|U(t)u|_{L^2(B_R(0))}^2 &\leq |u|_{L^2(B_R(0))}^2 + CR^{-1} |t||u|_{L^2} |\nabla u|_{L^2},
\end{align*}
with \( B_R(0) \) denoting the ball of radius \( R \).
\[ \square \]

The next lemma is the main technical result of this section.

Lemma 2.6. For \( u, v \in H^1 \) and \( R > 0 \) the estimate
\begin{align*}
(2.3) \quad \left| \int_{\mathbb{R}^2} (Q(u) - Q(v)) (\bar{\vec{u}} - \bar{\vec{v}}) \ dx \right| &\leq C \left( |u|_{L^2}^3 + |v|_{L^2}^3 \right) \left( R^{1/2} |u - v|_{L^4} + R^{-1/2} (|u|_{H^1} + |v|_{H^1}) \right),
\end{align*}
holds, with \( C \) independent of \( u, v, \) and \( R \).
Proof. Since the $L^2$-adjoint of $U(-t)$ is $U(t)$, and taking into account $U(t)\bar{u} = U(t)\bar{v}$, we obtain from \((1.3)\) that

$$A := \int_{\mathbb{R}^2} (Q(u) - Q(v))(\bar{u} - \bar{v}) \, dx$$

$$= \int_0^1 \int_{\mathbb{R}^2} \left( |u(t)|^2 u(t) - |v(t)|^2 v(t) \right) \left( \overline{u(t)} - \overline{v(t)} \right) \, dxdt,$$

where $u(t) = U(t)u$ and $v(t) = U(t)v$. We split the $x$-integral, and accordingly decompose

$$A = \int_0^1 \int_{|x| < R} (\ldots) \, dxdt + \int_0^1 \int_{|x| \geq R} (\ldots) \, dxdt =: A_1 + A_2.$$

To bound $A_1$ we note that by Lemma 2.2 and using Hölder’s inequality we obtain uniformly for $t \in [0, 1]$ that

$$\int_{|x| < R} |u(t) - v(t)|^2 \, dx$$

$$\leq \int_{|x| < 2R} |u - v|^2 \, dx + CR^{-1} \left( |u|_{L^2} + |v|_{L^2} \right) \left( |\nabla u|_{L^2} + |\nabla v|_{L^2} \right)$$

$$\leq CR|u - v|^2_{L^4} + CR^{-1} \left( |u|_{H^1} + |v|_{H^1} \right)^2.$$

Therefore in view of (2.2)

$$|A_1| \leq \int_0^1 \left( \int_{|x| < R} \left( |u(t)|^2 u(t) - |v(t)|^2 v(t) \right)^2 \, dx \right)^{1/2}$$

$$\times \left( \int_{|x| < R} |u(t) - v(t)|^2 \, dx \right)^{1/2} \, dt$$

$$\leq C \left( R^{1/2} |u - v|_{L^4} + R^{-1/2} \left( |u|_{H^1} + |v|_{H^1} \right) \right) \int_0^1 \left( |u(t)|^3_{L^6} + |v(t)|^3_{L^6} \right) \, dt$$

$$\leq C \left( |u|_{L^2}^3 + |v|_{L^2}^3 \right) \left( R^{1/2} |u - v|_{L^4} + R^{-1/2} \left( |u|_{H^1} + |v|_{H^1} \right) \right).$$

Concerning $A_2$, for $|x| \geq R$ we have

$$|u(t, x) - v(t, x)| \leq C |u - v|^{1/2}_{L^2} |\nabla u - \nabla v|^{1/2}_{L^2} |x|^{-1/2} \leq CR^{-1/2} \left( |u|_{H^1} + |v|_{H^1} \right)$$

by Corollary 2.2, thus Hölder’s inequality in the $t$-variable yields

$$|A_2| \leq CR^{-1/2} \left( |u|_{H^1} + |v|_{H^1} \right) \int_0^1 \int_{\mathbb{R}^2} \left( |u(t)|^3 + |v(t)|^3 \right) \, dxdt$$

$$= CR^{-1/2} \left( |u|_{H^1} + |v|_{H^1} \right) \int_0^1 \left( |u(t)|^3_{L^3} + |v(t)|^3_{L^3} \right) \, dt$$

$$\leq CR^{-1/2} \left( |u|_{H^1} + |v|_{H^1} \right) \left( \int_0^1 \left( |u(t)|^6_{L^3} + |v(t)|^6_{L^3} \right) \, dt \right)^{1/2}$$

$$= CR^{-1/2} \left( |u|_{L^6}^3 + |v|_{L^6}^3 \right) \left( |u|_{H^1} + |v|_{H^1} \right),$$

the latter in view of (2.2). From (2.2) and (2.5) we see that (2.3) is satisfied. \(\square\)
3. Critical points

In this section we will give the proof of Theorem 1.1.

Lemma 3.1. The functional \( \varphi \) satisfies the Palais-Smale condition on \( X = H^1_0 \).

Proof. We assume \((u_j) \subset X\) is such that \( |\varphi(u_j)| \leq C\) and \( \varphi'(u_j) \to 0\) in \( X^*\). Since

\[
\int_{\mathbb{R}^2} Q(u) \, dx = \int_0^1 \int_{\mathbb{R}^2} |U(t)u|^4 \, dx \, dt,
\]

by using Lemma 2.1 it is verified that

\[
|u_j|^2_{H^1} = 4\varphi(u_j) - \varphi'(u_j)(u_j).
\]

Hence \((u_j) \subset X\) is bounded. Passing to a subsequence, we may assume that \( u_j \to u \) in \( H^1 \) and \( u_j \to u \) in \( L^4 \); cf. Lemma 2.3. A short calculation reveals

\[
|u_j - u|^2_{H^1} = (\varphi'(u_j) - \varphi'(u))(u_j - u) + 4 \int_{\mathbb{R}^2} (Q(u_j) - Q(u))(u_j - u) \, dx,
\]

thus we obtain from Lemma 2.6 that for every \( R > 0 \) the estimate

\[
|u_j - u|^2_{H^1} \leq |\varphi'(u_j)|_{X^*} |u_j - u|_{H^1} + |\varphi'(u)(u_j - u)|
\]

\[
+ C \left( |u_j|^3_{L^2} + |u|^3_{L^2} \right) \left( R^{1/2} |u_j - u|_{L^4} + R^{-1/2} (|u_j|_{H^1} + |u|_{H^1}) \right)
\]

\[
\leq C|\varphi'(u_j)|_{X^*} + |\varphi'(u)(u_j - u)| + C \left( R^{1/2} |u_j - u|_{L^4} + R^{-1/2} \right)
\]

holds. This shows that \( u_j \to u \) in \( H^1 \). \( \square \)

Proof of Theorem 1.1. We shall verify the assumptions of a theorem of Bartsch; cf. [10] Thm. 3.6. We set \( X_j = \mathbb{R}^2 X_j \), with \( \{ e_j : j \in \mathbb{N} \} \) an orthonormal base of \( X = H^1_0 \), and moreover we let \( Y_k = \bigoplus_{j=1}^k X_j \) as well as \( Z_k = \bigoplus_{j=k}^\infty X_j \). In view of Lemma 3.1 we thus only need to show that there are \( \rho_k > r_k > 0 \) such that the following mountain-pass type properties hold:

(P1) \( \rho_k = \max \{ \varphi(u) : u \in Y_k, |u|_{H^1} = \rho_k \} \leq 0 \), and

(P2) \( r_k = \inf \{ \varphi(u) : u \in Z_k, |u|_{H^1} = r_k \} \to \infty \) as \( k \to \infty \).

To verify (P1), observe that

\[
m_k = \min \left\{ \int_0^1 \int_{\mathbb{R}^2} |U(t)u|^4 \, dx \, dt : u \in Y_k, |u|_{H^1} = 1 \right\} > 0,
\]

since \( \{ u \in Y_k, |u|_{H^1} = 1 \} \) is compact. Hence we find for \( u \in Y_k \) with \( |u|_{H^1} = \rho_k \) that

\[
\varphi(u) = \frac{1}{2} |u|^2_{H^1} - |u|^4_{H^1} \int_0^1 \int_{\mathbb{R}^2} \left| \frac{u}{|u|_{H^1}} \right|^4 \, dx \, dt \leq \frac{1}{2} \rho_k^2 - \rho_k^4 m_k.
\]

Thus (P1) will be satisfied provided that we can arrange to have \( \rho_k \geq \sqrt{\frac{1}{2m_k}} \).

For (P2), we observe that analogously to [10] Lemma 3.8 it follows that \( \beta_k = \sup \{ |u|_{L^4} : u \in Z_k, |u|_{H^1} = 1 \} \to 0 \) as \( k \to \infty \). Setting \( v = 0 \) in Lemma 2.1 and observing 3.1, we have for \( u \in Z_k \) with \( |u|_{H^1} = r_k \) the estimate

\[
\int_0^1 \int_{\mathbb{R}^2} |U(t)u|^4 \, dx \, dt \leq C |u|^3_{L^2} \left( R^{1/2} |u|_{H^1} \left| \frac{u}{|u|_{H^1}} \right|_{L^4} + R^{-1/2} |u|_{H^1} \right)
\]

\[
\leq Cr_k^4 \left( R^{1/2} \beta_k + R^{-1/2} \right).
\]
This holds for any $R > 0$, hence selecting $R = \beta_k^{-1}$ we find
\[
\int_{0}^{1} \int_{\mathbb{R}^2} |U(t)u|^4 \, dx \, dt \leq C_1 r_k^4 \beta_k^{1/2}, \quad u \in Z_k, \quad |u|_{H^1} = r_k,
\]
for some constant $C_1 > 0$. This leads to
\[
\varphi(u) = \frac{1}{2} |u|_{H^1}^2 - \int_{0}^{1} \int_{\mathbb{R}^2} |U(t)u|^4 \, dx \, dt \geq \frac{1}{2} r_k^2 - C_1 r_k^4 \beta_k^{1/2}, \quad u \in Z_k, \quad |u|_{H^1} = r_k.
\]
Upon choosing $r_k = \beta_k^{-1/8}$ we see that $b_k \geq \frac{1}{2} \beta_k^{-1/4} - C_1 \to \infty$, thus yielding (P2), and to satisfy (P1) we may finally set $\rho_k = r_k + \sqrt{2m_k}$. Therefore \cite{10} Thm. 3.6 applies to yield a sequence $(u_j) \subset H^1_G$ of critical points of $\varphi$ restricted to $H^1_G$, such that $\varphi(u_j) \to \infty$ as $j \to \infty$. By the 'principle of symmetric criticality' (cf. Section 2) in fact the $u_j$ are critical points of $\varphi$ on $H^1$, and since $\varphi(u_j) \leq \frac{1}{2} |u_j|_{H^1}^2$, we also see that $|u_j|_{H^1} \to \infty$ as $j \to \infty$. This completes the proof of the theorem. \hfill \Box
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