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Abstract. Let $W$ be an operator weight, i.e. a weight function taking values in the bounded linear operators on a Hilbert space $\mathcal{H}$. We prove that if the dyadic martingale transforms are uniformly bounded on $L^2(\mathcal{H})$ for each dyadic grid in $\mathbb{R}$, then the Hilbert transform is bounded on $L^2_\mathcal{H}(\mathbb{R})$ as well, thus providing an analogue of Burkholder’s theorem for operator-weighted $L^2$-spaces. We also give a short new proof of Burkholder’s theorem itself. Our proof is based on the decomposition of the Hilbert transform into “dyadic shifts”.

1. Introduction

Let $\mathcal{H}$ be a separable Hilbert space of finite or infinite dimension and let $W : \mathbb{R} \to B(\mathcal{H})$ be a measurable function such that $W(t)$ is positive and invertible for almost all $t$ and such that both $W$ and $W^{-1}$ are locally integrable. We call $W$ an operator weight. It gives rise to the weighted $L^2$ space $L^2_{\mathcal{H}}(\mathbb{R}) = \left\{ f : \mathbb{R} \to \mathcal{H} : \int_{\mathbb{R}} \langle W(t)f(t), f(t) \rangle dt < \infty \right\}$. Let $D$ denote the collection of all dyadic intervals in $\mathbb{R}$. We call $D$ the standard dyadic grid in $\mathbb{R}$. For each $\alpha \in \mathbb{R}, \alpha > 0$, let $D^{\alpha,r}$ be the dyadic grid $\{\alpha+rI : I \in D\}$. We define dyadic Martingale transforms $\{T_\sigma\}_{\sigma \in \{-1,1\}^D}$ relative to the standard grid $D$ by

$$ f = \sum_{I \in D} f_I h_I \mapsto T_\sigma f = \sum_{I \in D} \sigma(I) f_I h_I $$

for functions in $L^2(\mathbb{R}, \mathcal{H})$ with finite Haar expansion $\sum_{I \in D} f_I h_I$. Here, $\{h_I\}_{I \in D}$ denotes the standard Haar basis and $f_I$ the formal Haar coefficient $f_I = \int_{\mathbb{R}} f h_I dx$. If we take a Banach space $X$ and consider dyadic martingale transforms on $L^2(\mathbb{R}, X)$, then uniform boundedness of the dyadic martingale transforms $\{T_\sigma\}_{\sigma \in \{-1,1\}^D}$ is
equivalent to the so-called UMD-property of $X$ (i.e. $X$-valued martingale difference sequences converge unconditionally). Burkholder proved in [2] that for a Banach space $X$, the UMD property, i.e. the uniform boundedness of the dyadic martingale transforms $\{T_\sigma\}$ on $L^2(\mathbb{R}, X)$, implies the boundedness of the Hilbert transform $H$ on $L^2(\mathbb{R}, X)$. The same statement holds for $L^p(\mathbb{R}, X)$ for $1 < p < \infty$. So it is natural to ask whether the uniform boundedness of martingale transforms on $L^2_W(\mathbb{R}, \mathcal{H})$ implies boundedness of the Hilbert transform. The difference to the situation of Burkholder’s Theorem is that the norm on $L^2_W(\mathbb{R}, \mathcal{H})$ is no longer translation- or dilation-invariant. Already the scalar situation [4] shows that we cannot expect the uniform boundedness of the $\{T_\sigma\}_{\sigma \in (-1,1)}$ to be sufficient. In the scalar situation, this is equivalent to the dyadic Muckenhoupt condition $A_2^d$, whilst boundedness of the Hilbert transform is equivalent to the Muckenhoupt condition $A_2$, and the two are not equivalent. This is quite natural: $A_2$ is the translation invariant version of $A_2^d$. It turns out that we also need dilations. We have to consider dyadic martingale transforms with respect to the dilated and translated dyadic grids $D_{\alpha,r}$ for all $\alpha \in \mathbb{R}$, $r > 0$. We define martingales $T_{\alpha,r}$ relative to the grids $D_{\alpha,r}$ as above, replacing the standard Haar system by the system $(h_{I_{\alpha,r}})_{I \in \mathcal{D}}$. Here $h_{I_{\alpha,r}}(x) = \frac{1}{r}h_I(\frac{x}{r} - \alpha)$. Here is our main result:

**Theorem 1.1.** Let $W$ be a $\mathcal{B}(\mathcal{H})$-valued operator weight on $\mathbb{R}$. Suppose that the martingale transforms $T_{\alpha,r}$ are bounded on $L^2_W(\mathbb{R}, \mathcal{H})$ with a uniform bound for all $\alpha \in \mathcal{D}$, $\alpha \in \mathbb{R}$ and $r > 0$. Then the Hilbert transform $H$ is also bounded on $L^2_W(\mathbb{R}, \mathcal{H})$, and there exists an absolute constant $C > 0$ such that

$$\|H\|_{L^2_W(\mathbb{R}, \mathcal{H}) \to L^2_W(\mathbb{R}, \mathcal{H})} \leq C \sup_{r, \alpha, \sigma} \|T_{\alpha,r}\|_{L^2_W(\mathbb{R}, \mathcal{H}) \to L^2_W(\mathbb{R}, \mathcal{H})}^2.$$  

Estimates of the norm of the Hilbert transform on operator weighted spaces by means of the martingale transforms are not new; see for example [6]. But the proof in [3] seems to be dimension dependent, while our method is dimension independent and very general. It relies on the decomposition of the Hilbert transform by the first author in [9].

2. **Proof of the main result**

**Proof.** In [3] it is shown that the Hilbert transform $H$ on the real line $\mathbb{R}$ is contained in a multiple of the closed convex hull of the “dyadic shifts” $\{\Pi^{\alpha,r}_{1}\}_{\alpha \in \mathbb{R}, r > 0}$. Here, the dyadic shift $\Pi^{\alpha,r}$ is defined by

$$f = \sum_{I \in \mathcal{D}} f_{I_{\alpha,r}} h_{I_{\alpha,r}} \mapsto \Pi^{\alpha,r} f = \sum_{I \in \mathcal{D}} \frac{1}{\sqrt{2}} f_{I_{\alpha,r}} (h_{I_{\alpha,r}^+} - h_{I_{\alpha,r}^-})$$

for functions with finite Haar expansion relative to the system $(h_{I_{\alpha,r}})_{I \in \mathcal{D}}$. As usual, $I_-$ here denotes the left and $I_+$ the right half of $I$. Notice that $\Pi^{\alpha,r} = \Pi^{\alpha,2r}$. So it is sufficient to show that $\|\Pi^{\alpha,r}\| \leq \sup_{\sigma} \|T_{\sigma}^{\alpha,r}\|^2$ for all $\alpha \in \mathbb{R}$, $1 \leq r < 2$. We introduce the square function $S$,

$$S f(t) = \left( \int_{\Omega} \|W^{1/2}(t)(T_{\sigma} f)(t)\|^2 \, du \right)^{1/2}.$$
Here, $d\sigma$ denotes the natural product measure on $\Sigma = \{-1,1\}^D$, which assigns equal measure $2^{-k}$ to all cylindrical sets of length $k$. But by observing that 

$$\frac{1}{\sqrt{2}}(h_{I^+} - h_{I^-})(t)$$

differs from $h_I(t)$ only by a sign dependent on $I$ and $t$, it is not difficult to see that $(Sf)(t) = (S\III f)(t)$, where $\III$ is the dyadic shift relative to the standard dyadic grid.

$$\begin{align*}
(S\III f)(t)^2 &= \int_{\Omega} \|W^{1/2}(t)\sum_{I \in D} \sigma(I)f_I \frac{1}{\sqrt{2}}(h_{I^+} - h_{I^-})(t)\|^2 d\sigma \\
&= \int_{\Omega} \|W^{1/2}(t)\sum_{I \in D} \sigma(I)f_I h_I(t)\|^2 d\sigma \\
&= (Sf)(t)^2.
\end{align*}$$

(2.1)

Note that for any given $t$, the expression under the integral appearing in the first line of (2.1) is of the form

$$\left\| W^{1/2}(t) \sum_{I \in D} \sigma(I)f_I \frac{1}{|I|} \varepsilon_{I,t} \right\|^2,$$

and the expression under the next integral is of the form

$$\left\| W^{1/2}(t) \sum_{I \in D} \sigma(I)f_I \frac{1}{|I|} \hat{\varepsilon}_{I,t} \right\|^2,$$

where $\varepsilon_{I,t}, \hat{\varepsilon}_{I,t} \in \{-1,1\}$ for all $t$ and $I$. Integration over all $\sigma = (\sigma(I))_{I \in D} \in \Sigma$ now gives the desired equality in (2.1). Thus we have

$$\begin{align*}
\|\III f\|_{L^2_W(\mathbb{R}, \mathcal{H})}^2 &\leq \sup_{\sigma} \|T_{\sigma}\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H}) \rightarrow L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 \int_{\Omega} \|T_{\sigma} \III f\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 d\sigma \\
&= \sup_{\sigma} \|T_{\sigma}\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H}) \rightarrow L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 \|\III f\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 \\
&= \sup_{\sigma} \|T_{\sigma}\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H}) \rightarrow L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 \|S f\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 \\
&= \sup_{\sigma} \|T_{\sigma}\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H}) \rightarrow L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 \int_{\mathbb{R}} \|W^{1/2}(t)(T_{\sigma} f)(t)\|_{\mathcal{H}}^2 dt d\sigma \\
&= \sup_{\sigma} \|T_{\sigma}\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H}) \rightarrow L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 \int_{\Omega} \|T_{\sigma} f\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 d\sigma \\
&\leq \sup_{\sigma} \|T_{\sigma}\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H}) \rightarrow L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 \|f\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2.
\end{align*}$$

The first inequality here just comes from the fact that each martingale transform is inverse to itself. By the same argument with the corresponding square function, we obtain the same estimate for all dyadic grids, namely

$$\|\III^{\alpha,\tau}\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H}) \rightarrow L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2 \leq \sup_{\sigma} \|T_{\sigma}^{\alpha,\tau}\|_{L^2_{W_0}(\mathbb{R}, \mathcal{H}) \rightarrow L^2_{W_0}(\mathbb{R}, \mathcal{H})}^2.$$

This finishes the proof of the theorem. \qed
3. A short proof of Burkholder’s Theorem

The same method can be applied to prove Burkholder’s Theorem.

**Theorem 3.1** (Burkholder [2]). Suppose that the martingale transforms \{T_\sigma\} are uniformly bounded on \(L^p(\mathbb{R}, X)\) for some \(1 < p < \infty\). Then the Hilbert transform is also bounded on \(L^p(\mathbb{R}, X)\) and consequently on all \(L^q(\mathbb{R}, X)\) for \(1 < q < \infty\).

**Proof.** Because of the translation and dilation invariance of the norm on \(L^p(\mathbb{R}, X)\), it is sufficient to show that the dyadic shift \(\mathbf{III}\) is bounded on \(L^p(\mathbb{R}, X)\). Again, introduce the Littlewood-Paley expression

\[
(\mathcal{P} f)(t) = \left( \int_\Sigma \|T_\sigma f(t)\|_X^p d\sigma \right)^{1/p}
\]

and observe that \((\mathcal{P} \mathbf{III} f)(t) = (\mathcal{P} f)(t)\) with the same argument as above. Thus

\[
\|\mathbf{III} f\|_{L^p(\mathbb{R}, X)} \leq \sup_{\sigma} \|T_\sigma\| \left( \int_\Sigma \|T_\sigma \mathbf{III} f\|_{L^p(\mathbb{R}, X)}^p d\sigma \right)^{1/p} = \sup_{\sigma} \|T_\sigma\| \left( \int_\Sigma \int_\mathbb{R} \|T_\sigma \mathbf{III} f(t)\|_X^p dt d\sigma \right)^{1/p} = \sup_{\sigma} \|T_\sigma\| \|\mathcal{P} \mathbf{III} f\|_{L^p(\mathbb{R})} = \sup_{\sigma} \|T_\sigma\| \|\mathcal{P} f\|_{L^p(\mathbb{R})} = \sup_{\sigma} \|T_\sigma\|^2 \left( \int_\Sigma \|T_\sigma f\|_{L^p(\mathbb{R}, X)}^p d\sigma \right)^{1/p} \leq \sup_{\sigma} \|T_\sigma\|_{L^p(\mathbb{R}, X)}^2.
\]

\[
\square
\]

It is not clear whether the reverse of this theorem, Bourgain’s theorem [1], has an analogue for operator weighted \(L^2\) spaces. The transference technique of Bourgain relies heavily on the translation invariance of \(L^2(\mathbb{R}, X)\), which we do not have in \(L^2_W(\mathbb{R}, \mathcal{H})\). A result along these lines has been obtained in [3], but it does not provide the full analogue we would wish for here.
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