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Abstract. An analogue of Banach’s fixed point theorem in partially ordered sets is proved in this paper, and several applications to linear and nonlinear matrix equations are discussed.

1. Introduction

In this paper we discuss an analogue of Banach’s fixed point theorem in partially ordered sets and several applications. The key feature in this fixed point theorem is that the contractivity condition on the nonlinear map is only assumed to hold on elements that are comparable in the partial order. However, the map is assumed to be monotone. We show that under such conditions the conclusions of Banach’s fixed point theorem still hold.

It should be noted that there are many fixed point theorems for order-preserving or order-reversing maps on lattices. See [12], [1], [2]. However, for order-preserving maps the assumption is usually that the lattice is complete, which implies, for instance, that there is a maximal element in the lattice. Since the applications we have in mind concern the lattice of Hermitian matrices or the cone of positive definite matrices, this does not hold for some of our applications. For order-reversing maps there are usually conditions that imply that there cannot be a periodic orbit of period two. For our applications such assumptions are either not true or hard to check.

In Sections 3 and 4 we discuss several applications. Section 3 concerns linear matrix equations of the type

\[ X - A_1^*X A_1 - \cdots - A_m^*X A_m = Q \]

and

\[ X + A_1^*X A_1 + \cdots + A_m^*X A_m = Q, \]

where \( Q \) is a positive definite matrix and \( A_1, \ldots, A_m \) are arbitrary \( n \times n \) matrices. Our main result in this section gives a condition under which these equations have a unique Hermitian solution. In this way we derive by totally different means some of the main results of [7]. Compare also [11].
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Section 4 concerns general nonlinear matrix equations of the type
\[ X = Q + \sum_{j=1}^{m} A_j^* F(X) A_j, \]
where again \( Q \) is a positive definite matrix and \( A_1, \ldots, A_m \) are arbitrary \( n \times n \) matrices, and where \( F \) is a continuous and monotone map from the set of positive definite matrices to itself. As a particular case we study an equation originating from Chapter 7 in [10], which closely resembles the discrete algebraic Riccati equation.

2. A fixed point theorem on partially ordered sets

In this section we will prove the following fixed point theorem, which, to the best of our knowledge, is new.

**Theorem 2.1.** Let \( T \) be a partially ordered set such that every pair \( x, y \in T \) has a lower bound and an upper bound. Furthermore, let \( d \) be a metric on \( T \) such that \((T, d)\) is a complete metric space. If \( F \) is a continuous, monotone (i.e., either order-preserving or order-reversing) map from \( T \) into \( T \) such that

(1) \[ \exists 0 < c < 1 : d(\mathcal{F}(x), \mathcal{F}(y)) \leq cd(x, y), \quad \forall x \geq y, \]

(2) \[ \exists x_0 \in T : x_0 \leq \mathcal{F}(x_0) \text{ or } x_0 \geq \mathcal{F}(x_0), \]

then \( F \) has a unique fixed point \( \bar{x} \). Moreover, for every \( x \in T \),
\[ \lim_{n \to \infty} \mathcal{F}^n(x) = \bar{x}. \]

**Proof.** Let \( x_0 \in T \) be such that \( x_0 \leq \mathcal{F}(x_0) \) or \( x_0 \geq \mathcal{F}(x_0) \). The monotonicity of \( F \) implies that either \( \mathcal{F}^n(x_0) \leq \mathcal{F}^{n+1}(x_0) \) or \( \mathcal{F}^n(x_0) \geq \mathcal{F}^{n+1}(x_0) \) for \( n = 0, 1, 2, \ldots \). So from (1) it follows that
\[ d(\mathcal{F}^{n+1}(x_0), \mathcal{F}^n(x_0)) \leq cd(\mathcal{F}^n(x_0), \mathcal{F}^{n-1}(x_0)). \]

Hence, induction gives
\[ d(\mathcal{F}^{n+1}(x_0), \mathcal{F}^n(x_0)) \leq c^n d(\mathcal{F}(x_0), x_0). \]

At this point we follow the proof of Banach’s fixed point theorem. So now we will prove that \( \{ \mathcal{F}^n(x_0) \}_{n=0}^{\infty} \) is a Cauchy sequence. Let \( n < m \). Then
\[ d(\mathcal{F}^n(x_0), \mathcal{F}^m(x_0)) \leq \sum_{i=n+1}^{m} d(\mathcal{F}^i(x_0), \mathcal{F}^{i-1}(x_0)) \leq (c^n + c^{n+1} + \cdots + c^{m-1})d(\mathcal{F}(x_0), x_0) = c^n \frac{1 - c^{m-n}}{1 - c}d(\mathcal{F}(x_0), x_0). \]

So \( \{ \mathcal{F}^n(x_0) \}_{n=0}^{\infty} \) is indeed a Cauchy sequence. Since \( T \) is complete, it follows that
\[ \lim_{n \to \infty} \mathcal{F}^n(x_0) = \bar{x} \]
for some \( \bar{x} \in T \). Because \( F \) is continuous, \( \bar{x} \) is a fixed point of \( F \).

It remains for us to show that \( \bar{x} \) is the unique fixed point of \( F \). We will do this by showing that \( \lim_{n \to \infty} \mathcal{F}^n(x) = \bar{x} \) for every \( x \in T \). Thus, for \( x \leq x_0 \) and \( x \geq x_0 \) it is obvious, because in both cases \( \mathcal{F}^n(x) \leq \mathcal{F}^n(x_0) \) or \( \mathcal{F}^n(x) \geq \mathcal{F}^n(x_0) \). Hence,
we see that \( d(F^n(x), F^n(x_0)) \leq c^n d(x, x_0) \). Note that the right-hand side tends to 0 if \( n \to \infty \). So

\[
\lim_{n \to \infty} F^n(x) = \lim_{n \to \infty} F^n(x_0) = \bar{x}.
\]

Finally, let \( x \in T \) be arbitrary and let \( x_1, \) resp. \( x_2, \) be an upper bound, resp. a lower bound, of \( x \) and \( x_0 \). Then

\[
x_1 \geq x \geq x_2 \quad \text{and} \quad x_1 \geq x_0 \geq x_2.
\]

From (3) it follows that

\[
F^n(x_1) \geq F^n(x) \geq F^n(x_2) \quad \text{or} \quad F^n(x_1) \leq F^n(x) \leq F^n(x_2)
\]

and

\[
\lim_{n \to \infty} F^n(x_1) = \lim_{n \to \infty} F^n(x_2) = \bar{x}.
\]

By combining (4) and (5) we get \( \lim_{n \to \infty} F^n(x) = \bar{x} \). This proves the theorem.

Recall that Banach’s fixed point theorem states that \( F \) has a unique fixed point if \( F \) maps a complete metric space \( S \) into itself and satisfies

\[
0 < c < 1 : d(F(x), F(y)) \leq cd(x, y), \quad \forall x, y \in S.
\]

Observe that this condition is slightly stronger than condition (1) of Theorem 2.1.

3. Application to linear matrix equations

We shall apply this fixed point theorem to linear matrix equations of the type

\[
X - A_1^* X A_1 - \cdots - A_m^* X A_m = Q
\]

and

\[
X + A_1^* X A_1 + \cdots + A_m^* X A_m = Q,
\]

where \( Q \) is a positive definite matrix and \( A_1, \ldots, A_m \) are arbitrary \( n \times n \) matrices. We are particularly interested in (unique) positive definite solutions. These equations were studied in detail in [7]. The results we shall derive below were obtained there by two methods which are totally different from the method we will use in this paper. The first method in [7] is based on the fact that (6) is equivalent to the matrix equation \( Gx = q \), where \( G = \sum_{j=1}^m A_i^T \otimes A_i^* \) and where \( q \) is a vector constructed from the elements of \( Q \); see Chapter 12 in [6]. The second method involves results from the theory of operators mapping a positive cone into itself. To be precise, the results can be deduced from the main result in [11].

We shall use the following notation: \( \mathcal{M}(n) \) denotes the set of all \( n \times n \) matrices, \( \mathcal{H}(n) \subset \mathcal{M}(n) \) the set of all \( n \times n \) Hermitian matrices and \( \mathcal{P}(n) \subset \mathcal{H}(n) \) is the set of all \( n \times n \) positive definite matrices. Instead of \( X \in \mathcal{P}(n) \) we will also write \( X > 0 \).

Furthermore, \( X \geq 0 \) means that \( X \) is positive semidefinite. As a different notation
for $X - Y \geq 0$ ($X - Y > 0$) we will use $X \geq Y$ ($X > Y$). If $X, Y \in \mathcal{H}(n)$ such that $X \preceq Y$, then $[X, Y]$ will be the set of all $Z \in \mathcal{H}(n)$ satisfying $X \preceq Z \preceq Y$. We denote by $\| \cdot \|$ the spectral norm, i.e., $\|A\| = \sqrt{\lambda^+(A^*A)}$ where $\lambda^+(A^*A)$ is the largest eigenvalue of $A^*A$. The $n \times n$ identity matrix will be written as $I_n$.

Define maps $\mathcal{G}$ and $\mathcal{K}$ on $\mathcal{H}(n)$ by

$$\mathcal{G}(X) = Q + \sum_{j=1}^{m} A_j^* X A_j, \quad \mathcal{K}(X) = Q - \sum_{j=1}^{m} A_j^* X A_j.$$ 

Note that the fixed points of $\mathcal{G}$ are the solutions of (6), while the fixed points of $\mathcal{K}$ are the solutions of (7).

Most of the conditions of Theorem 2.1 are satisfied for $\mathcal{G}$ and $\mathcal{K}$. Indeed, $\mathcal{G}$ and $\mathcal{K}$ both are monotone and continuous. The set $\mathcal{H}(n)$ is partially ordered and for every $X, Y \in \mathcal{H}(n)$ there is a greatest lower bound and a least upper bound. Condition (2) is satisfied for $x_0 = 0$, since $\mathcal{G}(0) = \mathcal{K}(0) = Q > 0$. So we only have to derive a condition on $\mathcal{G}$ and $\mathcal{K}$ such that (1) is fulfilled. For this we also have to specify which metric we shall use on $\mathcal{H}(n)$. It turns out that it is convenient here to use the metric induced by the trace norm $\| \cdot \|_1$. Recall that this norm is given by $\|A\|_1 = \sum_{j=1}^{n} s_j(A)$, where $s_j(A), j = 1, \ldots, n$ are the singular values of $A$. In fact, we shall use a slight modification of this norm. For $Q \in \mathcal{P}(n)$ we define $\|A\|_{1,Q} = \|Q^\frac{1}{2} A Q^\frac{1}{2}\|_1$. This again defines a norm, and from Theorem IX.2.2 in [3] we know that $\mathcal{H}(n)$ equipped with the metric induced by $\| \cdot \|_{1,Q}$ is a complete metric space for any positive definite $Q$.

The following lemma is useful for our application.

**Lemma 3.1.** Let $A \geq 0$ and $B \geq 0$ be $n \times n$ matrices. Then $0 \leq tr(AB) \leq \|A\| \cdot tr(B)$.

**Proof.** It is well known (see Exercise 3 on p. 468 in [3]) that the eigenvalues of the product of two positive semidefinite matrices are nonnegative. In particular, $tr(AB) \geq 0$. Furthermore, since $A \leq \|A\| I_n$, we have

$$0 \leq tr((\|A\| - A)B) = tr(\|A\|B - AB) = \|A\| tr(B) - tr(AB),$$

which completes the proof. \hfill \Box

**Theorem 3.1.** Let $Q \in \mathcal{P}(n)$ and let $\mathcal{K}(\hat{Q}) > 0$ for some $\hat{Q} \in \mathcal{P}(n)$. Then

1. $\mathcal{G}$ and $\mathcal{K}$ have a unique fixed point in $\mathcal{H}(n)$.
2. For any $X_0 \in \mathcal{H}(n)$, the sequence $\{\mathcal{G}^i(X_0)\}_{i=0}^{\infty}$ converges to the solution of (6) which is positive definite, while the sequence $\{\mathcal{K}^i(X_0)\}_{i=0}^{\infty}$ converges to the solution of (7).
3. If, in addition, $\mathcal{K}(Q) > 0$, then the unique solution of (4) is in the set $[\mathcal{K}(Q), Q]$. In particular, it is positive definite.
Proof. We will only consider $G$. The proof for $K$ is the same. Let $X, Y \in \mathcal{H}(n)$ such that $X \leq Y$. Then $G(X) \leq G(Y)$. Therefore,

\[
\|G(Y) - G(X)\|_{1, Q} = tr(\tilde{Q}^\frac{1}{2}(G(Y) - G(X))\tilde{Q}^\frac{1}{2})
= \sum_{j=1}^{m} tr(\tilde{Q}^\frac{1}{2}A_j^*(Y - X)A_j\tilde{Q}^\frac{1}{2}) = \sum_{j=1}^{m} tr(\tilde{Q}^\frac{1}{2}A_j^*(Y - X)A_j\tilde{Q}^\frac{1}{2})
= \sum_{j=1}^{m} tr(\tilde{Q}^\frac{1}{2}A_j\tilde{Q}^\frac{1}{2}A_j^*(Y - X)) = \sum_{j=1}^{m} tr(\tilde{Q}^\frac{1}{2}A_j\tilde{Q}^\frac{1}{2}A_j^*(Y - X)\tilde{Q}^\frac{1}{2}Y\tilde{Q}^\frac{1}{2})
= \sum_{j=1}^{m} tr(\tilde{Q}^\frac{1}{2}A_j\tilde{Q}^\frac{1}{2}A_j^*(Y - X)\tilde{Q}^\frac{1}{2})
= \sum_{j=1}^{m} tr((\tilde{Q}^\frac{1}{2}A_j\tilde{Q}^\frac{1}{2}A_j^*)\tilde{Q}^\frac{1}{2}(Y - X)\tilde{Q}^\frac{1}{2})
\leq \| \sum_{j=1}^{m} \tilde{Q}^\frac{1}{2}A_j\tilde{Q}^\frac{1}{2}A_j^*\tilde{Q}^\frac{1}{2} \| \cdot \| Y - X \|_{1, \tilde{Q}}.
\]

The inequality follows from Lemma 3.1. Because of the assumption that $0 \leq \sum_{j=1}^{m} A_j \tilde{Q} A_j^* < \tilde{Q}$, condition (11) of Theorem 2.1 is satisfied with

\[c = \| \sum_{j=1}^{m} \tilde{Q}^\frac{1}{2}A_j\tilde{Q}^\frac{1}{2}A_j^*\tilde{Q}^\frac{1}{2} \|.
\]
So we can apply that theorem to get the first part of the theorem.

To show that the solution of (6) is positive definite, just observe that $G$ maps $\mathcal{P}(n)$ into the set $\{ X \in \mathcal{H}(n) \mid X \geq Q \}$. So the solution must be in this set, and hence it is positive definite.

Next we consider the solution of (7) under the additional assumption that $\mathcal{K}(Q) > 0$. Note that $\mathcal{K}$ is order-reversing. Also, we have that $0 < \mathcal{K}(Q) \leq Q$. It is then easily seen that $\mathcal{K}$ maps the compact convex set $[\mathcal{K}(Q), Q]$ into itself. Since $\mathcal{K}$ is continuous, it follows from Schauder’s fixed point theorem that $\mathcal{K}$ has at least one fixed point in this set. However, fixed points of $\mathcal{K}$ are solutions of (7), and we proved already that (7) has a unique Hermitian solution. Thus this solution must be in the set $[\mathcal{K}(Q), Q]$.

\[\square\]

4. Applications to nonlinear matrix equations

In this section we study the following class of nonlinear matrix equations:

\[X = Q \pm \sum_{j=1}^{m} A_j^* \mathcal{F}(X) A_j.
\]

Here, again $Q$ is positive definite and the $A_j$ are arbitrary $n \times n$ matrices, and $\mathcal{F}$ is a continuous map, mapping $\mathcal{P}(n)$ into $\mathcal{P}(n)$. We shall also assume that $\mathcal{F}$ is
either order-preserving or order-reversing. The map \( X \to Q \pm \sum_{j=1}^{m} A_j^* \mathcal{F}(X) A_j \) is denoted by \( \mathcal{G} \).

In total this gives us four cases to consider, some of which will require extra assumptions, mainly because the map \( \mathcal{G} \) may end up giving nonpositive values for some positive definite matrices \( X \).

For the case \( m = 1 \), see [3].

The present case is motivated by Chapter 7 of [10], where the following matrix equation appears:

\[
X = Q - A^*(D - \hat{X})^{-1}A.
\]

where each of the matrices \( A_j \) is an \( n \times n \) matrix. Moreover, \( Q > 0 \) is an \( n \times n \) matrix, and \( D \geq 0 \) is an \( nm \times nm \) matrix, while \( \hat{X} \) is the \( m \times m \) block-diagonal matrix with the \( n \times n \) matrix \( X \) on each diagonal entry. In case \( D \) is block diagonal as well with the same matrix on each block diagonal entry, i.e., \( D = \hat{C} \) for some \( C \), the equation can be rewritten as

\[
X = Q + \sum_{j=1}^{m} A_j^*(X - C)^{-1}A_j,
\]

which is of the form (5) with an order-reversing map \( \mathcal{F} \) as long as \( X > C \).

4.1. Case 1. In this subsection we consider the equation

\[
X = Q + \sum_{j=1}^{m} A_j^* \mathcal{F}(X) A_j,
\]

with \( \mathcal{F} \) being order-preserving. In that case \( \mathcal{G} \) is well defined on \( P(n) \) and order-preserving as well. Since \( \mathcal{G}(X) \geq Q \) for all \( X \in P(n) \), it is easily seen that the sequence \( \{\mathcal{G}^l(Q)\}_{l=0}^{\infty} \) is an increasing sequence. In particular, \( \mathcal{G}(Q) \geq Q \). So condition (2) in Theorem 2.1 is satisfied.

Our first result discusses existence of a solution.

**Proposition 4.1.** Assume that there exists an \( X_0 \) such that \( \mathcal{G}(X_0) \leq X_0 \). Then \( \mathcal{G} \) maps the set \( [Q, X_0] \) into itself, the limit \( X_- = \lim_{l \to \infty} \mathcal{G}^l(Q) \) exists and is the smallest solution to (11). Moreover, the sequence \( \{\mathcal{G}^l(X_0)\}_{l=0}^{\infty} \) decreases to a solution \( X_+ \), which is the largest solution in the set \( [Q, X_0] \).

**Proof.** Since \( \mathcal{G}(X_0) \leq X_0 \), we have \( Q \leq \mathcal{G}(X_0) \leq X_0 \). Now if \( Q \leq X \leq X_0 \), we easily see that \( Q \leq \mathcal{G}(Q) \leq \mathcal{G}(X) \leq \mathcal{G}(X_0) \leq X_0 \).

Applying \( \mathcal{G} \) repeatedly, we see that the sequence \( \{\mathcal{G}^l(Q)\}_{l=0}^{\infty} \) is an increasing sequence, bounded above by \( \mathcal{G}^l(X_0) \) for any value of \( l \). Also, the sequence \( \{\mathcal{G}^l(X_0)\}_{l=0}^{\infty} \) is a decreasing sequence bounded below. Thus, both sequences converge.

Now let \( X \) be any solution to the equation (11). Then \( Q \leq X = \mathcal{G}(X) \), and by repeatedly applying \( \mathcal{G} \) we see that \( X_- \leq X \). If \( X \in [Q, X_0] \), i.e., if \( X \leq X_0 \), we see, again by applying \( \mathcal{G} \) repeatedly, that \( X \leq X_+ \). \( \square \)
Theorem 4.2. Let $X$ in advance that a fixed point exists and must be contained in the set $Q$; Theorem 4.1 holds as well, but the condition can be weakened a bit, since we know

Proof. Let $X, Y \in \mathcal{H}(n)$ such that $X \leq Y$. Then $G(X) \leq G(Y)$. Therefore,

$$
\|G(Y) - G(X)\|_1 = tr(G(Y) - G(X)) = tr(\sum_{j=1}^{m} A_j^*(F(Y) - F(X))A_j)
$$

$$
= \sum_{j=1}^{m} tr(A_j^*(F(Y) - F(X))A_j) = \sum_{j=1}^{m} tr(A_jA_j^*(F(Y) - F(X)))
$$

$$
= tr(\sum_{j=1}^{m} A_jA_j^*(F(Y) - F(X))) = tr \left( \left( \sum_{j=1}^{m} A_jA_j^* \right)(F(Y) - F(X)) \right)
$$

$$
\leq \| \sum_{j=1}^{m} A_jA_j^* \| \| F(Y) - F(X) \|_1.
$$

As before, the inequality follows from Lemma 3.4. Because of the assumptions in the theorem we see that condition (1) of Theorem 2.1 is satisfied. So we can apply theorem to get the desired result. 

4.2. Case 2. Next, we consider (11) under the assumption that $F$ is decreasing. Then also $G$ is decreasing, but still well defined on $\mathcal{P}(n)$. One easily sees that $G^2(X) \in [Q, G(Q)]$ for every positive definite $X$. In particular, this set is mapped into itself. As in $\mathbb{R}$ one checks that the sequence $\{G^{2j}(Q)\}_{j=0}^{\infty}$ increases to a limit $X_{-\infty}$, while the sequence $\{G^{2j+1}\}_{j=0}^{\infty}$ decreases to a limit $X_{+\infty}$. These two matrices form a periodic orbit of period two, and any periodic orbit (including fixed points of $G$, of which there is at least one), is contained in $[X_{-\infty}, X_{+\infty}]$. In this case Theorem 4.1 holds as well, but the condition can be weakened a bit, since we know in advance that a fixed point exists and must be contained in the set $[Q, G(Q)]$.

Theorem 4.2. Let $Q \in \mathcal{P}(n)$. Assume there is a positive number $M$ for which $\sum_{j=1}^{m} A_jA_j^* < M \cdot I_n$ and such that for $X \leq Y \leq G(Q)$ we have

$$
|tr(F(Y) - F(X))| \leq \frac{1}{M}|tr(Y - X)|.
$$

Then equation (11) has a unique solution in $\mathcal{P}(n)$.

We return to equation (10), which falls in this case. We shall assume that $C < Q$. The map $G$ is given by $G(X) = Q + \sum_{j=1}^{m} A_j^*(X - C)^{-1}A_j$.

Then we have the following theorem (compare [10], Theorem 7.1.2, which gives a similar, but unfortunately wrong result).
Theorem 4.3. Suppose that $\| \sum_{j=1}^{m} A_j A_j^* \| \cdot \|(Q - C)^{-1}\| < 1$. Then (10) has a unique solution, and for any $X_0 > Q$ the sequence $\{G^j(X_0)\}_{j=0}^{\infty}$ converges to the unique solution.

Proof. Observe that

$$(X - C)^{-1} - (Y - C)^{-1} = (X - C)^{-1}(Y - X)(Y - C)^{-1}. $$

Hence

$$|\text{tr}((X - C)^{-1} - (Y - C)^{-1})| \leq \|(X - C)^{-1}\| \cdot \|(Y - C)^{-1}\| \cdot |\text{tr}(Y - X)|. $$

In case $X > Q$ and $Y > Q$ we have, since $C < Q$, that $\|(X - C)^{-1}\| \leq \|(Q - C)^{-1}\|$ and $\|(Y - C)^{-1}\| \leq \|(Q - C)^{-1}\|$. The theorem is now a straightforward consequence of the previous one and of Theorem 2.1.

It turns out that equation (9) has a unique solution under much less stringent conditions, and that the iteration of $G$ on starting values $X_0 > Q$ will converge under these less stringent conditions. This will be proven in a forthcoming publication [8]. The techniques for proving this are quite different from the ones used here.

4.3. Case 3. In this and in the next subsection we consider the equation

$$(12) \quad X = Q - \sum_{j=1}^{m} A_j^* F(X) A_j. $$

In this subsection $F$ will be taken to be order-preserving. Now we have to be careful with iterations of $G$ since $G(X)$ may turn out not to be positive definite any more. We shall assume that $G(Q) > 0$. Clearly, $G(X) \leq Q$ for all $X \in \mathcal{P}(n)$. Since $G$ is now order-reversing, we see that for $0 \leq X \leq Q$ we have that $G(Q) \leq G(X) \leq Q$. In particular, again the set $[G(Q), Q]$ is mapped into itself, and any fixed point of $G$ must be in this set. As in the case treated in the previous subsection we obtain a periodic orbit of period two from limits of $G^{2j}(Q)$ and $G^{2j+1}(Q)$. As an analogue of Theorem 4.1 we have the following result. Note that condition (2) in Theorem 2.1 is again satisfied for $Q$.

Theorem 4.4. Let $Q \in \mathcal{P}(n)$. Assume that $G(Q) > 0$. Furthermore, assume there is a positive number $M$ for which $\sum_{j=1}^{m} A_j A_j^* < M \cdot I_n$ and such that for $G(Q) \leq X \leq Y \leq Q$ we have

$$|\text{tr}(F(Y) - F(X))| \leq \frac{1}{M}|\text{tr}(Y - X)|. $$

Then equation (12) has a unique solution in $\mathcal{P}(n)$.

4.4. Case 4. Finally, in this subsection we consider again equation (12), but with $F$ order-reversing. Then $G$ is order-preserving. Clearly, again all values of $G$ are matrices in $[0, Q]$. Again, we have to be careful with the iteration of $G$. For this purpose we shall assume that there is an $X_0 \leq Q$ such that $X_0 \leq G(X_0)$. Then we have

$$X_0 \leq G(X_0) \leq G(Q) \leq Q. $$

One easily sees from this that $[X_0, Q]$ is mapped into itself, that $\{G^j(X_0)\}_{j=0}^{\infty}$ is an increasing sequence, and that $\{G^{j+1}(Q)\}_{j=0}^{\infty}$ is a decreasing sequence. Moreover, for any $j$ and $l$ we have $G^j(X_0) \leq G^l(Q)$. Hence both sequences have a limit, which we shall denote by $X_-$ and $X_+$, respectively. We have the following proposition, which
is the analogue of Proposition 4.1. The proof is virtually the same, and hence will be omitted.

**Proposition 4.2.** Assume that there exists an \(X_0\) such that \(G(X_0) \geq X_0\). Then \(G\) maps the set \([X_0, Q]\) into itself, the limit \(X_+ = \lim_{j \to \infty} G^j(Q)\) exists and is the largest solution to (12). Moreover, the sequence \(\{G^j(X_0)\}_{j=0}^{\infty}\) increases to a solution \(X_+\), which is the smallest solution in the set \([X_0, Q]\).

As an analogue of Theorem 4.1 we have the following result. Again, the proof is a straightforward application of Theorem 2.1, and hence will be omitted.

**Theorem 4.5.** Let \(Q \in \mathcal{P}(n)\). Assume that there exists an \(X_0 \leq Q\) such that \(G(X_0) \geq X_0\). Furthermore, assume that there is a positive number \(M\) for which

\[
\sum_{j=1}^{\infty} A_j A_j^T < M \cdot I_n
\]

and such that for \(X_0 \leq X \leq Y \leq Q\) we have

\[
|\text{tr}(F(Y) - F(X))| \leq \frac{1}{M} |\text{tr}(Y - X)|.
\]

Then equation (12) has a unique solution in \([X_0, Q]\).

**References**


