FINITE AOMOTO-ITO-MACDONALD SUMS

ANA-CECILIA DE LA MAZA

(Communicated by John R. Stembridge)

Abstract. We present finite truncations of the Aomoto-Ito-Macdonald sums associated with root systems through a two-step reduction procedure. The first reduction restricts the sum from the root lattice to a Weyl chamber; the second reduction arises after imposing a truncation condition on the parameters, and gives rise to a finite sum over a Weyl alcove.

1. Introduction

The study of summation formulas for hypergeometric and basic hypergeometric series has a long and rich history [GR]. The general structure of most summation formulas is that of a closed expression for a (basic) hypergeometric series—at a special value of the argument—in terms of products of \((q)-\)gamma functions. In recent work, Aomoto and Ito considered analogous product formulas for certain multivariate basic hypergeometric series associated with the crystallographic root systems \([A], [K], [I_1], [I_2], [I_3]\). These sums may be interpreted as evaluation formulas for Selberg-type \(q\)-Jackson integrals associated with root systems \([A AR], [M_3], [O], [A], [I_2]\), or alternatively, as affine analogues of well-known product formulas due to Macdonald for the Poincaré series of Weyl groups \([M_1], [M_2], [M_4]\). We will refer to the multivariate basic hypergeometric summation formulas in question as Aomoto-Ito-Macdonald sums. Various other types of multivariate (basic) hypergeometric summation formulas can be found in the works of Milne, Gustafson, Schlosser, and Rosengren \([M], [CH], [G2], [ML], [S], [R]\).

The purpose of this note is to exhibit a finite analogue of the Aomoto-Ito-Macdonald sum. To this end we perform a two-step reduction procedure. The first reduction restricts the sum from the root lattice to a Weyl chamber; the second reduction arises after imposing a truncation condition on the parameters, and gives rise to a finite sum over a Weyl alcove. For the type \(A\) root systems, the corresponding reductions of the Aomoto-Ito-Macdonald sums were already studied in [DV] in connection with the eigenvalue problem of the compactified trigonometric quantum Ruijsenaars-Schneider model. More specifically, the results reported
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below constitute a generalization of the finite Aomoto-Ito-Macdonald sum of [DV] to the case of an arbitrary reduced root system. For analogous summation formulas connected with the nonreduced root systems the reader is referred to the papers [D], [DS].

Note. We will employ the following standard notational conventions from the theory of basic hypergeometric series [GR]. For $m \in \mathbb{Z}$ and $a, q \in \mathbb{C}$, the $q$-shifted factorial is defined as

\begin{equation}
(a; q)_m = \begin{cases}
(1-a)(1-aq) \cdots (1-aq^{m-1}) & \text{if } m = 1, 2, 3, \ldots, \\
1 & \text{if } m = 0, \\
\frac{1}{(1-aq^{1})(1-aq^{2}) \cdots (1-aq^{m})} & \text{if } m = -1, -2, -3, \ldots,
\end{cases}
\end{equation}

where it is assumed that $aq^{-k} \neq 1$ for $1 \leq k \leq -m$ if $m$ is negative. For $|q| < 1$, the definition of the $q$-shifted factorial may be extended to include the case $m = \infty$ through limit transition $(a; q)_m := \lim_{m \to \infty} (a; q)_m = \prod_{k=0}^{\infty} (1 - aq^k)$. Products of $q$-shifted factorials will often be abbreviated as

\begin{equation}
(a_1, a_2, \ldots, a_k; q)_m := (a_1; q)_m (a_2; q)_m \cdots (a_k; q)_m.
\end{equation}

2. The Aomoto-Ito-Macdonald sum

Let $E, \langle \cdot, \cdot \rangle$ be a real finite-dimensional Euclidean vector space spanned by an irreducible crystallographic root system $R$ (see, e.g., [B] for preliminaries on root systems). Throughout this note, it will always be assumed that $R$ be reduced. We will denote the root lattice by $Q := \text{Span}_\mathbb{Z}(R)$ and the weight lattice by $P := \{ \lambda \in E \mid \langle \alpha^\vee, \lambda \rangle \in \mathbb{Z}, \forall \alpha \in R \}$, where $\alpha^\vee := 2 \alpha/\langle \alpha, \alpha \rangle$. To a choice of positive roots $R^+$, we associate a weighted half-sum of the positive (co)roots as

\begin{equation}
\rho_g := \frac{1}{2} \sum_{\alpha \in R^+} g_\alpha \alpha, \quad \rho_g^\vee := \frac{1}{2} \sum_{\alpha \in R^+} g_\alpha \alpha^\vee,
\end{equation}

where $g_\alpha \in \mathbb{C}$ depends only on the length of the root $\alpha$. More specifically, one has that $g_\alpha = g$, $\forall \alpha \in R$ if all roots have the same length (i.e., when the root system is simply-laced), and otherwise one has that $g_\alpha$ is equal to $q_l$ or $q_s$, respectively, depending on whether $\alpha$ is a long or a short root. Let $S \subset R^+$ denote the basis of simple roots corresponding to $R^+$.

We are now in the position to formulate the Aomoto-Ito-Macdonald sum.

**Theorem 1** (Aomoto-Ito-Macdonald Sum [A], [I2], [M4]). Let $0 < q < 1$ and $\text{Re}(g_\alpha) < 0$, and let $z \in E$ be generic in the sense that $g_\alpha + \langle \alpha^\vee, z \rangle \notin \mathbb{Z} + \frac{2\pi}{\log q} \mathbb{Z}$ for all $\alpha \in R^+$. Then

\begin{equation}
\sum_{\mu \in \mathcal{Q}} q^{-2(\rho_g^\vee, z + \mu)} \prod_{\alpha \in R^+} \left(1 - q^{\langle \alpha^\vee, z + \mu \rangle}\right) \frac{(q^{1-g_\alpha} + \langle \alpha^\vee, z + \mu \rangle; q)_\infty}{(q^{g_\alpha + \langle \alpha^\vee, z + \mu \rangle}; q)_\infty} = \theta_0 \theta(z),
\end{equation}

where

\begin{equation}
\theta_0 = \prod_{\alpha \in R^+} \frac{(q^{1-g_\alpha - \langle \alpha, \rho_g^\vee \rangle}, q^{g_\alpha + g_\alpha - \langle \alpha, \rho_g^\vee \rangle}; q)_\infty}{(q^{1-\langle \alpha, \rho_g^\vee \rangle}, q^{-\langle \alpha, \rho_g^\vee \rangle}; q)_\infty},
\end{equation}

\begin{equation}
\theta(z) = q^{-2(\rho_g^\vee, z)} \prod_{\alpha \in R^+} \frac{(q^{\langle \alpha^\vee, z \rangle}, q^{1-\langle \alpha^\vee, z \rangle}; q)_\infty}{(q^{g_\alpha + \langle \alpha^\vee, z \rangle}, q^{1-g_\alpha - \langle \alpha^\vee, z \rangle}; q)_\infty},
\end{equation}
with

\begin{equation}
(2.2d) \quad \delta_\alpha := \begin{cases} 1 & \text{for } \alpha \in S, \\ 0 & \text{for } \alpha \in R^+ \setminus S. \end{cases}
\end{equation}

In \cite{Aomoto} Aomoto showed that the sum on the l.h.s. of (2.2a) is proportional to \( \theta(z) \) (2.2c). The value of \( \theta_0 \) (2.2b) was subsequently conjectured by Ito \cite{Ito}, who verified his conjecture for all root systems of rank \((\dim(E))\) up to 2 and for the \( A_N \) series. Soon thereafter, Macdonald found a complete proof of Theorem \cite{Macdonald, Naito}. The restrictions on the parameters ensure that all denominators are nonzero and that the series on the l.h.s. converges in absolute value.

For our purposes, it will be more convenient to work with slightly different normalizations of the summation formula. Division by \( \theta(z) \) eliminates the \( z \)-dependence from the r.h.s., thus leading to the identity

\begin{equation}
(2.3a) \quad \sum_{\mu \in \mathcal{Q}} \prod_{\alpha \in R^+} \frac{(q^{1-g_\alpha + (\alpha^\vee, z+\mu)}; q)_\infty}{(q^{1+ (\alpha^\vee, z+\mu)}; q)_\infty} = \theta_0
\end{equation}

(with \( z \in E \) such that \( \langle \alpha^\vee, z \rangle \notin \mathbb{Z} + \frac{2\pi}{\log q} \mathbb{Z} \) for all \( \alpha \in R^+ \)). Furthermore, normalization such that the term corresponding to \( \mu = 0 \) equals 1 casts the summation formula in the following basic hypergeometric form:

\begin{equation}
(2.3b) \quad \sum_{\mu \in \mathcal{Q}} q^{-2(\rho_\vee^\vee, \mu)} \prod_{\alpha \in R^+} \frac{1 - q^{(\alpha^\vee, z+\mu)}}{1 - q^{(\alpha^\vee, z)}} \frac{(q^{g_\alpha + (\alpha^\vee, z)}; q)_{(\alpha^\vee, \mu)}}{(q^{1-g_\alpha + (\alpha^\vee, z)+ \mu}; q)_{(\alpha^\vee, \mu)}} = \theta_0 \prod_{\alpha \in R} \frac{(q^{1+ (\alpha^\vee, z)}; q)_\infty}{(q^{1-g_\alpha + (\alpha^\vee, z)}; q)_\infty}
\end{equation}

(with \( z \in E \) such that \( \langle \alpha^\vee, z \rangle \notin \frac{2\pi}{\log q} \mathbb{Z} \) and \( g_\alpha - 1 + \langle \alpha^\vee, z \rangle \notin \mathbb{N} + \frac{2\pi}{\log q} \mathbb{Z} \) for all \( \alpha \in R \)).

**Remark 2.1.** It is clear from the form in (2.3a) that we may replace the summation over the root lattice \( \mathcal{Q} \) in the Aomoto-Ito-Macdonald sum by a summation over the translated lattice \( \sigma + \mathcal{Q} \) with \( \sigma \) in the weight lattice \( \mathcal{P} \) (by the translational symmetry in \( z \)). In particular, summation over all translates along \( \sigma \in \mathcal{P}/\mathcal{Q} \cong \{ \mu \in \mathcal{P} \mid 0 \leq \langle \alpha^\vee, \mu \rangle \leq 1, \forall \alpha \in R^+ \} \), then reveals that we may replace the summation over the root lattice \( \mathcal{Q} \) by a summation over the weight lattice \( \mathcal{P} \) upon multiplication of the r.h.s. by the index \(|\mathcal{P}/\mathcal{Q}|\).

**Remark 2.2.** For a root system of rank 1, one has that \( \mathcal{P} \cong \mathbb{Z}, \mathcal{Q} \cong 2\mathbb{Z} \), and that \( \rho_\vee^\vee = g/2 \). The sum in (2.3b) reduces in this case to the identity

\begin{equation}
(2.4) \quad \sum_{m \in \mathbb{Z}} q^{-gm} \left( \frac{1 - q^{z+m}}{1 - q^z} \right) \frac{(q^{g+z}; q)_m}{(q^{1-g+z}; q)_m} = \frac{\theta(q, q^{1-2g}; q)_\infty}{(q^{1-g}, q^{-g}; q)_\infty} \frac{(q^{1+z}, q^{1-z}; q)_\infty}{(q^{1-g+z}, q^{1-g-z}; q)_\infty}.
\end{equation}

In view of the previous remark, this formula remains valid when replacing the summation over the even integers by a summation over the odd integers (and thus also by a summation over all integers upon multiplying the r.h.s. by 2).
3. Reduction to a Weyl chamber

Let \( P^+ \) be the dominant cone of weights in (the closure of) the positive Weyl chamber, i.e., \( P^+ = \{ \mu \in P \mid \langle \alpha', \mu \rangle \geq 0, \forall \alpha \in R^+ \} \). Specialization of \( z \) to the special point \( \rho_g \) reduces the Aomoto-Ito-Macdonald summation formula to a sum over weights \( \mu \) inside the dominant cone \( P^+ \).

**Definition.** A weight \( \sigma \in P \) is called minuscule if \( 0 \leq \langle \alpha', \sigma \rangle \leq 1 \) for all \( \alpha \in R^+ \).

Every root system \( R \) has a trivial minuscule weight \( \sigma = 0 \). It is well known that the total number of minuscule weights is equal to the index \( |P/Q| \) (cf. also Remark 2.1).

**Theorem 2** (Reduced Aomoto-Ito-Macdonald Sum). Let \( 0 < q < 1 \), and let \( \text{Re}(g_a) < 0 \) be such that \( g_a - \langle \alpha', \rho_g \rangle - 1 \notin \mathbb{N} + \frac{2\pi}{\log q} \mathbb{Z} \) for all \( \alpha \in R^+ \). Then for any minuscule weight \( \sigma \),

\[
\sum_{\mu \in (\sigma + Q) \cap P^+} q^{-2\langle \rho'_g, \mu \rangle} \prod_{\alpha \in R^+} \frac{1 - q^{\langle \alpha', \rho_g + \mu \rangle}}{1 - q^{\langle \alpha', \rho_g \rangle}} \frac{(q^{g_a + \langle \alpha', \rho_g \rangle}; q)_\infty (q^{g_a + \langle \alpha', \rho_g \rangle}; q)_{(\alpha', \mu)}}{(q^{g_a - \langle \alpha', \rho_g \rangle}; q)_\infty (q^{g_a - \langle \alpha', \rho_g \rangle}; q)_{(\alpha', \mu)}} = N_\infty,
\]

with

\[
N_\infty = \prod_{\alpha \in R^+} \frac{(q^{1 - \langle \alpha', \rho_g \rangle}; q)_\infty}{(q^{1 - \langle \alpha', \rho_g \rangle}; q)_{(\beta', \mu)}} \prod_{\alpha \in R^+ \setminus S} \frac{(q^{1 - \langle \alpha, \rho_g \rangle}; q)_\infty}{(q^{1 - \langle \alpha, \rho_g \rangle}; q)_{(\alpha', \mu)}}
\]

**Proof.** Our starting point is the Aomoto-Ito-Macdonald sum in the basic hypergeometric normalization of (2.3b) with a translated lattice \( \sigma + Q \) (cf. Remark 2.1). Let us temporarily assume that the parameters \( g_a \) are such that \( \text{Re}(g_a) < 0 \) and \( g_a - 1 + \langle \alpha', \rho_g \rangle \notin \mathbb{N} + \frac{2\pi}{\log q} \mathbb{Z} \) for all \( \alpha \in R \). Substitution of \( z = \rho_g \) then reduces the sum on the l.h.s. to a sum over those weights \( \mu \) in the lattice \( \sigma + Q \) that lie inside the dominant cone \( P^+ \). Indeed, for \( \mu \in (\sigma + Q) \setminus P^+ \) there exists a simple root \( \beta \in S \), such that \( \langle \beta', \mu \rangle < 0 \). Hence, we pick up a zero in the corresponding term of the Aomoto-Ito-Macdonald sum (2.3b) from the factor

\[
\frac{1}{(q^{1 - g_a + \langle \beta', \rho_g \rangle}; q)_{(\beta', \mu)}} = \frac{1}{(q; q)_{(\beta', \mu)}} = 0.
\]

The simplification of the corresponding evaluation constant from the r.h.s. of (2.3b) to the stated value \( N_\infty \) (for \( z = \rho_g \)) hinges on the identity (cf. Remark 3.2 below)

\[
\prod_{\alpha \in R^+} \frac{(q^{1 - \langle \alpha', \rho_g \rangle}; q)_\infty}{(q^{1 - g_a - \langle \alpha', \rho_g \rangle}; q)_\infty} = \prod_{\alpha \in R^+} \frac{(q^{1 - \langle \alpha, \rho_g \rangle}; q)_\infty}{(q^{1 - g_a - \langle \alpha, \rho_g \rangle}; q)_\infty}
\]

(and the fact that \( \langle \alpha', \rho_g \rangle = \langle \alpha, \rho'_g \rangle = g_a \) for any \( \alpha \) in the simple base \( S \)). In the resulting summation formula we may relax the restrictions on the parameters \( g_a \) somewhat through analytic continuation; this recovers the parameter conditions stated in the theorem.

The product formula for the evaluation constant \( N_\infty \) in Theorem 2 contains some redundancy. In Table 1 we have listed—for each reduced irreducible root system \( R \)—a more compact expression for \( N_\infty \). These formulas are obtained from (3.1b) through cancellation of the common factors in the numerator and denominator. For the reader’s convenience, we have also included the index \( |P/Q| \) in each case.
Remark 3.1. For the simply-laced root systems (i.e., the types $A$, $D$, $E$) and for the nonsimply-laced root systems (i.e., the types $B$, $C$, $F$, $G$) with $q_i = g_s$, we have that $g_\alpha = g$, $\forall \alpha \in R$. The formula in Table 1 is in these cases of the form

\[(3.3) \quad N_\infty = \prod_{k=1}^{N} \left( \frac{q^{1+gm_k}q}{q^{gm_k}} \right) \]

where $N := \dim(E)$ denotes the rank and $m_1, \ldots, m_N$ are the exponents of (the Weyl group of) the root system $R$.

Remark 3.2. For a root system of rank $N = 1$, one has that $\rho_g = g$, $P^+ \cong \mathbb{N}$ and $\sigma \in \{0, 1\}$ (cf. Remark 2.2). The sum in Theorem 2 reduces in this case to the
identity

\[ \sum_{m \in \mathbb{N}} q^{-gm} \left( \frac{1 - q^{2g + m}}{1 - q^g} \right) \frac{(q^{2g}; q)_m}{(q; q)_m} = \frac{(q^{1+g}; q)_\infty}{(q^{-g}; q)_\infty}, \]

where the choice of summation over the even or odd nonnegative integers corresponds to the choice of \( \sigma = 0 \) or 1, respectively.

Remark 3.3. The identity (3.2) in the proof of Theorem 2 is trivial when the root system is simply-laced (whence \( R^- = R \)). For the nonsimply-laced root systems, we checked the identity in question on a case-by-case basis through direct computation.

4. Reduction to a Weyl alcove

For parameters subject to a truncation condition, the reduced Aomoto-Ito-Macdonald sum of Theorem 2 truncates to a finite sum over an alcove inside the dominant cone \( \mathcal{P}^+ \). Let \( 0 \) be the (positive) root in \( R^- \) such that \( _0 \) is the maximal coroot of \( R^- = f_\mu \in \mathcal{P}^+ \). We define

\[ g_R := g_0 + \langle \alpha^\vee_0, \rho_g \rangle \]

and, for \( M \in \mathbb{N} \),

\[ \mathcal{P}^+_M := \{ \mu \in \mathcal{P}^+ \mid \langle \alpha^\vee_0, \mu \rangle \leq M \}. \]

Theorem 3 (Terminating Aomoto-Ito-Macdonald Sum). Let \( M \in \mathbb{N} \setminus \{0\} \) and \( g_0 > 0, \forall \alpha \in R \). Then for

\[ q = \exp \left( \frac{2\pi i}{g_R + M} \right) \]

and any minuscule weight \( \sigma \),

\[ \sum_{\mu \in (\sigma + \mathbb{Q}) \cap \mathcal{P}^+_M} q^{-\langle \rho^\vee_g, \mu \rangle} \prod_{\alpha \in R^+} \frac{1 - q^{\langle \alpha^\vee, \rho_g + \mu \rangle}}{1 - q^{\langle \alpha^\vee, \rho_g \rangle}} \frac{(q^{g_0 + \langle \alpha^\vee, \rho_g \rangle}; q)_{\alpha^\vee, \mu}}{(q^{-g_0 + \langle \alpha^\vee, \rho_g \rangle}; q)_{\alpha^\vee, \mu}} = N_M, \]

where

\[ N_M = \frac{\prod_{\alpha \in R^+ \setminus S} (q^{1+\langle \alpha^\vee, \rho_g \rangle}; q)_{M-1}}{\prod_{\alpha \in R^+ \setminus S} (q^{1-\langle \alpha^\vee, \rho_g \rangle}; q)_{M-1}}. \]

Proof. Let us first pick parameters from the domain described in Theorem 2 subject to the additional constraint that

\[ g_R + M = 2\pi i / \log(q). \]

The reduced Aomoto-Ito-Macdonald sum then truncates to a finite sum over the alcove \( \mathcal{P}^+_M \). Indeed, for \( \mu \in \mathcal{P}^+ \setminus \mathcal{P}^+_M \) we have that \( \langle \alpha^\vee_0, \mu \rangle > M \), whence we pick up a zero in the corresponding term on the l.h.s. from the factor

\[ (q^{g_0 + \langle \alpha^\vee_0, \rho_g \rangle}; q)_{\alpha^\vee_0, \mu} = (q^{g_R}; q)_{\alpha^\vee_0, \mu} = (q^{-M}; q)_{\alpha^\vee_0, \mu} = 0. \]
The reduction of the evaluation constant $N_{\infty}$ on the r.h.s. follows from the identities
\[
\prod_{\alpha \in R^+} \frac{(q^{1+\langle \alpha', \rho_g \rangle}; q)_{\infty}}{(q^{-\langle \alpha, \rho_g \rangle}; q)_{\infty}} \prod_{\alpha \in R^+ \setminus S} \frac{(q^{g_{\alpha} - \langle \alpha, \rho_g \rangle}; q)_{\infty}}{(q^{1-g_{\alpha} + \langle \alpha', \rho_g \rangle}; q)_{\infty}}
= \prod_{\alpha \in R^+} \frac{(q^{1+\langle \alpha', \rho_g \rangle}; q)_{\infty}}{(q^{M+g_{\alpha} - \langle \alpha, \rho_g \rangle}; q)_{\infty}} \prod_{\alpha \in R^+ \setminus S} \frac{(q^{M-g_{\alpha} + \langle \alpha', \rho_g \rangle}; q)_{\infty}}{(q^{1-g_{\alpha} + \langle \alpha', \rho_g \rangle}; q)_{\infty}},
\]
where the second equality follows from a straightforward but tedious case-by-case computation for each root system. The resulting formula on the third line simplifies to the stated expression for $N_M$ upon cancelling the common tails of the infinite products. This proves the terminating Aomoto-Ito-Macdonald sum for $q = \exp(2\pi i/(g_R + M))$ with parameters $g_\alpha$ such that $\text{Re}(g_\alpha) < 0$ and $\text{Re}(g_R) = -M$, $\text{Im}(g_R) < 0$. By analytic continuation, we may now extend the identity to a parameter domain of generic complex values for $g_\alpha$. The restriction to the parameter domain of positive real values for $g_\alpha$ stated in the theorem ensures that all numerators and denominators are nonzero.

Elimination of the redundant factors in $N_M$ now gives rise to the reduced expressions in Table 2. For the reader’s convenience, we have also listed the corresponding values of $g_R$ in each case.

Remark 4.1. In Theorem 3 we have (see (4.3a)) that $q = e^{i\theta}$ with $\theta = 2\pi/(g_R + M) \in (0, 2\pi)$. The powers of the form $q^w$, $w \in \mathbb{R}$ appearing in Eqs. (4.3b), (4.3c) are to be chosen in accordance with the principal branch in the sense that $q^w := e^{i\theta w}$.

Remark 4.2. The reduction from $N_{\infty}$ to $N_M$ for $q = \exp(2\pi i/(g_R + M))$ is in fact more easily performed on a case-by-case basis at the level of the reduced expressions in Table 1 and Table 2 (rather than directly with the aid of the uniform expressions in Theorem 2 and Theorem 3).

Remark 4.3. The restriction to positive values for $g_\alpha$ in Theorem 3 ensures that the terms of the basic hypergeometric series on the l.h.s. are all positive (cf. Remark 4.7 below). By analytic continuation, the summation identity can be extended to a domain of generic complex values for the parameters $g_\alpha$ (cf. the proof of Theorem 3).

Remark 4.4. If $g_\alpha = g$, $\forall \alpha \in R$, then the product formula for $N_M$ in Table 2 amounts to the following expression in terms of the exponents $m_k$ (see also Remark 4.1)
\[
N_M = \prod_{k=1}^{N} (q^{1+g_m}; q)_{M-1}.
\]
Remark 4.5. For a root system of rank $N = 1$, the terminating Aomoto-Ito-Macdonald sum of Theorem 3 reduces to the identity

$$
\sum_{m \in \{0, 1, 2, \ldots, M\}} q^{-gm} \left( \frac{1 - q^{g+m}}{1 - q^g} \right) \frac{(q^{2g}; q)_m}{(q; q)_m} = (q^{1+g}; q)_{M-1},
$$

where $q = \exp(\pi i/(g + M/2))$, and the choice of summation over the even or odd nonnegative integers corresponds to the choice of $\sigma$ equal to 0 or 1, respectively.

Remark 4.6. By summing over all minuscule weights $\sigma$ in $\mathcal{P}/\mathcal{Q}$, it is seen that in Theorem 2 we may replace the summation over the intersections $(\sigma + \mathcal{Q}) \cap \mathcal{P}^+$ and $(\sigma + \mathcal{Q}) \cap \mathcal{P}^+_M$, respectively, by summations over the full dominant cone $\mathcal{P}^+$ and alcove $\mathcal{P}^+_M$, upon multiplication of the corresponding constants on the r.h.s. by the index $|\mathcal{P}/\mathcal{Q}|$ (cf. Remark 2.1).

Remark 4.7. It is instructive to think of the terminating Aomoto-Ito-Macdonald sum in Theorem 3 as a trigonometric identity. Indeed, putting $q = e^{2i\omega}$ recasts the

<table>
<thead>
<tr>
<th>$R$</th>
<th>$N_M$</th>
<th>$\delta_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AN$</td>
<td>$\prod_{k=1}^{N}(q^{1+k}; q)_{M-1}$</td>
<td>$(N + 1)g$</td>
</tr>
<tr>
<td>$BN$</td>
<td>$\prod_{k=1}^{N}(q^{1+(N+k-2)g+y}; q)<em>{M-1} \prod</em>{k=1}^{N}(q^{1+(2k-1)g}; q)_{M-1}$</td>
<td>$2(N - 1)g + 2g_s$</td>
</tr>
<tr>
<td>$CN$</td>
<td>$\prod_{k=1}^{N}(q^{1+(k-1)y+y}; q)<em>{M-1} \prod</em>{k=1}^{N}(q^{1+(2N-2k-1)y+2y}; q)_{M-1}$</td>
<td>$2(N - 1)g_s + 2g_l$</td>
</tr>
<tr>
<td>$DN$</td>
<td>$(q^{1+(N-1)y}; q)<em>{M-1} \prod</em>{k=1}^{N}(q^{1+(2k-1)y}; q)_{M-1}$</td>
<td>$2(N - 1)g$</td>
</tr>
<tr>
<td>$E_5$</td>
<td>$(q^{1+g}, q^{1+4g}; q^{1+5g}, q^{1+7g}; q^{1+8g}, q^{1+11g}; q)_{M-1}$</td>
<td>$12g$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$(q^{1+g}, q^{1+5g}, q^{1+7g}, q^{1+9g}, q^{1+11g}, q^{1+13g}, q^{1+17g}; q)_{M-1}$</td>
<td>$18g$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$(q^{1+g}, q^{1+7g}, q^{1+11g}, q^{1+13g}, q^{1+17g}, q^{1+19g}, q^{1+23g}, q^{1+29g}; q)_{M-1}$</td>
<td>$30g$</td>
</tr>
<tr>
<td>$F_4$</td>
<td>$(q^{1+g_1}, q^{1+g_2}, q^{1+2g_1+3g_2}; q^{1+3g_1+4g_2}, q^{1+3g_1+5g_2}, q^{1+5g_1+6g_2}; q)_{M-1}$</td>
<td>$6g_s + 6g_l$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$(q^{1+g_1}, q^{1+g_2}, q^{1+2g_1+3g_2}; q)_{M-1}$</td>
<td>$3g_s + 3g_l$</td>
</tr>
</tbody>
</table>

Table 2. Reduced Expressions for $N_M$
The positivity mentioned in Remark 4.3 is immediate from the trigonometric representation. Indeed, the parameter restrictions guarantee that all arguments of the sine functions lie in the open interval $(0, \pi)$. After setting $g_{\alpha} = g$, $\forall \alpha \in R$, and performing the limit $g \downarrow 0$, the summation formula under consideration degenerates to the combinatorial identity

\begin{equation}
(4.7) \quad \sum_{\mu \in (\sigma + Q) \cap P_{M}^{+}} \prod_{\alpha \in R^{+}} \frac{1 + \langle \alpha, \rho \rangle}{\langle \alpha, \rho \rangle} \prod_{\alpha \in R^{+}} \frac{h - \langle \alpha, \rho \rangle}{h + 1 - \langle \alpha, \rho \rangle} = M^{N},
\end{equation}

where $\rho := \frac{1}{2} \sum_{\alpha \in R^{+}} \alpha$ and $h := \langle \alpha, \rho \rangle + 1$ (the Coxeter number of $R$).
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