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Abstract. We characterize an exact growth order near zero for positive solutions of a semilinear elliptic equation with Hardy term. This result strengthens an existence result due to E. Jannelli [The role played by space dimension in elliptic critical problems, JDE 156 (1999), 407-426].

1. Introduction

This paper is concerned with the exact local behavior of solutions for the following elliptic equation:

\begin{equation}
\begin{cases}
-\Delta u - \frac{\mu}{|x|^2} u = f(x, u) & \text{in } \Omega \setminus \{0\}, \\
u(x) > 0 & \text{in } \Omega \setminus \{0\}, \\
u(x) = 0 & \text{on } \partial \Omega,
\end{cases}
\end{equation}

where \(0 \in \Omega \subset \mathbb{R}^N (N \geq 3)\) is a bounded domain with smooth boundary, \(0 \leq \mu < \bar{\mu} = (\frac{N-2}{2})^2\) and \(\bar{\mu}\) is the best constant in the Hardy inequality.

The starting point is the excellent paper due to Jannelli [8], where the author proved, among other results, that when \(f(x, u) = u^{2^*-1} + \lambda u (2^* = \frac{2N}{N-2})\),

- if \(0 \leq \mu < \bar{\mu} - 1\), then (P) has at least one solution \(u \in H^1_0(\Omega)\) provided \(0 < \lambda < \lambda_1(\mu)\);
- if \(\mu > 0\) and \(\bar{\mu} - 1 < \mu < \bar{\mu}\), then (P) has at least one solution \(u \in H^1_0(\Omega)\) provided \(\lambda_\mu(\mu) < \lambda < \lambda_1(\mu)\) for some \(\lambda_\mu(\mu) > 0\),

where \(\lambda_1(\mu)\) is the first eigenvalue of the operator \(-\Delta - \frac{\mu}{|x|^2}\) with Dirichlet boundary condition. For other existence results concerning the variant problem of (P), we refer the interested reader to [3, 6, 9, 10, 11] and the references therein.

From the results and the references mentioned above, we know nothing about further properties of solutions of (P). The main purpose of the present paper is to give an exact local behavior of solutions of (P). Before stating the main result, we formulate our assumptions on \(f\) and clarify some terminology. Throughout this
paper, we assume that

\((F)\): \( f(x,t) : \Omega \times \mathbb{R}^+ \to \mathbb{R}^+ \) is continuous and locally Lipschitz continuous with respect to \( t \). Moreover,

\[
 f(x,t) \leq C(|t|^{2^*-1} + |t|), \quad \text{for some } C > 0.
\]

We say that \( u \in H_0^1(\Omega) \) is a weak solution of \((P)\) if for any \( \phi \in H_0^1(\Omega) \), it follows that

\[
 \int_\Omega (\nabla u \nabla \phi - \frac{\mu}{|x|^2} u \phi) \, dx = \int_\Omega f(x,u) \phi \, dx.
\]

Indeed, the assumptions on \( f \) and the standard elliptic regularity theory imply that \( u \in C^2(\Omega \setminus \{0\}) \). In other words, if \( u \in H_0^1(\Omega) \) satisfies \((1.1)\) for any \( \phi \in H_0^1(\Omega) \), then \( u \) also satisfies \((P)\) in the classical sense.

Our main result reads as follows:

**Theorem 1.1.** Suppose that hypothesis \((F)\) holds. If \( u \in H_0^1(\Omega) \) is a solution of \((P)\), then there exist positive constants \( M_1 \) and \( M_2 \) such that

\[
 M_1 |x|^{-(\sqrt{\mu} - \sqrt{\mu - \bar{\mu}})} \leq u(x) \leq M_2 |x|^{-(\sqrt{\mu} - \sqrt{\mu - \bar{\mu}})} \quad \text{for any } x \in B_r(0) \setminus \{0\}
\]

holds for \( r \) sufficiently small.

**Remark 1.2.** (i) When \( \mu = 0 \), Theorem 1.1 implies that \( u(0) \) is positive, and we come back to the usual case. We also want to mention that some other kind of asymptotic behavior has been obtained in [1] under some additional assumptions on \( f \) to the case of \( \mu = 0 \).

(ii) When \( 0 < \mu < \bar{\mu} \), \( f(x,u) = u^{2^*-1} \), \( \Omega = \mathbb{R}^N \), it is shown in [1] that all positive solutions of \((P)\) can be written as

\[
 U_\varepsilon(x) = \frac{[4\varepsilon(\bar{\mu} - \mu)N/(N - 2)]^{\frac{N-2}{4}}}{[\varepsilon|x|^{\gamma'\sqrt{\mu} + |x|^{\gamma\sqrt{\mu}}}]} \quad \forall \varepsilon > 0,
\]

where \( \gamma' = \sqrt{\mu} - \frac{1}{\sqrt{\mu - \bar{\mu}}} \), \( \gamma = \sqrt{\mu} + \sqrt{\mu - \bar{\mu}} \). The estimate of singularity of positive solutions of \((P)\) at zero coincides with the singularity of \( U_\varepsilon(x) \) at zero.

(iii) From Theorem 1.1, we know that any positive solutions of \((P)\) have stronger and stronger singularity as \( \mu \to \bar{\mu} \). Moreover, the singularity is completely determined by the operator \(-\Delta - \frac{\mu}{|x|^2} \).

**Remark 1.3.** We believe that the characterization of local behavior in Theorem 1.1 can help to find multiple solutions of a variant of problem \((P)\). This is another work in preparation [3].

**Notations:** Throughout this paper, \( H_0^1(\Omega) \), \( L^p(\Omega) \) are standard Sobolev spaces with standard norm \( \| \cdot \| \), \( \| \cdot \|_p \). \( L^p(\Omega, |x| \, dx) \) denotes the weighted Sobolev space with norm \( \| \cdot \|_{p,t} \). All integrals are taken over \( \Omega \) unless stated otherwise. \( C \) will denote various positive constants whose exact values are not important.

2. **Proof of the main result**

In this section, we will prove Theorem 1.1. The method is the Moser iteration, which has been used before; see, e.g., [5, 7]. Here we will borrow an idea from [5]. The novelty is that we can characterize the exact local behavior of positive solutions independently of the explicit form of \( f \) and that the proof is direct. Before giving the proof of Theorem 1.1, we make some preparations.
Suppose that $u \in H^1_0(\Omega)$ is a solution of (P). Then as we pointed out before, $u$
also satisfies (P) in the classical sense, and $u \in C^2(\Omega \setminus \{0\})$. Let $w(x) = |x|^s u(x)$,
where $s = -\frac{\alpha}{\nu} - \sqrt{\mu - \overline{\mu}}$. Direct computation shows that $w(x)$ satisfies
\begin{equation}
-x^s \Delta w - 2s|x|^{s-2}(x, \nabla w) = f(x, |x|^s u(x)), \quad x \in \Omega \setminus \{0\}
\end{equation}
in the classical sense and $w \in C^2(\Omega \setminus \{0\})$. Multiplying (2.1) by $|x|^s$, we have that
\begin{equation}
-div(|x|^{2s}\nabla w(x)) = |x|^s f(x, |x|^s u(x)), \quad x \in \Omega \setminus \{0\}
\end{equation}
holds in the classical sense. Now we have the following proposition.

**Proposition 2.1.** If $w \in C^2(\Omega \setminus \{0\})$ is positive and satisfies (2.2), then $w \in L^\infty(B_r(0))$ for $r > 0$ small.

**Proof.** Let $\eta$ be a cut-off function in $B_R(0)$, $R > r$. Multiplying (2.2) by $\psi = \eta^2 w \min\{w^{2\gamma}, L^2\}(\gamma > 0)$ and integrating by parts, we get
\begin{equation}
\int |x|^{2s} \nabla \psi \psi dx = \int |x|^s f(x, |x|^s u(x)) \psi dx.
\end{equation}
Since
\[
\nabla \psi = 2\eta w \min\{w^{2\gamma}, L^2\} \nabla \eta + \eta^2 \min\{w^{2\gamma}, L^2\} \nabla w + 2\gamma \eta^2 w^{2\gamma}
\]
holds on the set $\{x; w^{\gamma} \leq L\}$, by letting $\xi(x) = \eta w \min\{w^{\gamma}, L\}$, we have
\[
\int |x|^{2s} \nabla \xi^2 dx \leq C\gamma \left( \int |x|^{2s} \nabla \eta^2 w^{2\gamma} \min\{w^{2\gamma}, L^2\} dx + \int |x|^s f(x, |x|^s u(x)) \eta^2 w \min\{w^{2\gamma}, L^2\} dx \right).
\]
Using assumption (F), we can get
\[
\int |x|^{2s} \nabla \xi^2 dx \leq C\gamma \left( \int |x|^{2s} \nabla \eta^2 w^{2\gamma} \min\{w^{2\gamma}, L^2\} dx + \int |x|^{2s+2s} \eta^2 w^{2\gamma} \min\{w^{2\gamma}, L^2\} dx + \int |x|^{2s+2s} \eta^2 w^{2\gamma} \min\{w^{2\gamma}, L^2\} dx \right).
\]
By the Hörder inequality, we obtain that
\[
\int |x|^{2s+2s} \eta^2 w^{2\gamma} \min\{w^{2\gamma}, L^2\} dx \leq \left( \int |x|^{2s+2s} \xi^2 dx \right)^{2/2} \left( \int_{B_R(0)} |x|^{2s+2s} w^{2\gamma} dx \right)^{1-2/2} ;
\]
\[
\int |x|^{2s} \eta^2 w^{2\gamma} \min\{w^{2\gamma}, L^2\} dx \leq \left( \int |x|^{2s} \xi^2 dx \right)^{2/2} |B_R(0)|^{1-2/2} .
\]
From the weighted Sobolev inequality (see, e.g., [2]), we have that
\[
\left( \int |x|^{2s} \xi^2 dx \right)^{2/2} \leq C \int |x|^{2s} \nabla \xi^2 dx.
\]
Since $\text{supp} \eta(x) \subset B_R(0)$, we can choose $R$ small enough such that
\[
\left( \int_{B_R(0)} |x|^{2s} w^{2\gamma} dx \right)^{1-2/2} < \frac{1}{4C\gamma} \quad \text{and} \quad |B_R(0)|^{1-2/2} < \frac{1}{4C\gamma} .
\]
Therefore,
\[
\left( \int |x|^{2s} \xi^2 \, dx \right)^{2/2^*} \leq C \gamma \int |x|^{2s} |\nabla \eta|^2 w^2 \min\{w^{2\gamma}, L^2\} \, dx \\
\leq C \gamma \int |x|^{2s} |\nabla \eta|^2 w^{2(\gamma+1)} \, dx.
\]

Taking \( \gamma + 1 = 2^* / 2 \) and \( \eta \) to be constant near zero and letting \( L \) go to infinity, we get that \( w \in L^{2^*}(\Omega, |x|^{2s} \, dx) \).

Now let \( \eta \) be a cut-off function in \( B_{r+\rho} \) for \( r \) sufficiently small such that \( |\nabla \eta| < \frac{\rho}{r} \), \( \eta \equiv 1 \) on \( B_r(0) \). Taking \( 0 < t < 2^* - 2 \) and by the H"older inequality we have that
\[
\int_{B_{r+\rho}} |x|^{2s} |\nabla \eta|^2 w^{2(\gamma+1)} \, dx \leq \frac{C}{r^2} \left( \int_{B_{r+\rho}} (|x|^{(2+t)s} w^{2(\gamma+1)})^{\frac{2^*}{2+t}} \, dx \right)^{\frac{2+t}{2^*}} \\
\times \left( \int_{B_{r+\rho}} |x|^{-ts} \frac{x^{2^* - t}}{x^s} \, dx \right)^{\frac{2^* - t}{2^*}}.
\]

It follows from \( \int_{B_{r+\rho}} |x|^{-ts} \frac{x^{2^* - t}}{x^s} \, dx < \infty \) that
\[
\left( \int_{B_{r+\rho}} |x|^{2s} |\nabla \eta|^2 w^{2(\gamma+1)} \, dx \right)^{\frac{2^*}{2+t}} \leq \frac{C}{r^2} \left( \int_{B_{r+\rho}} (|x|^{(2+t)s} w^{2(\gamma+1)})^{\frac{2^*}{2+t}} \, dx \right)^{\frac{2+t}{2^*}}.
\]

Denoting \( \gamma + 1 = \chi^j, \chi = 2^{j-2}, r_0 = 2^{-j}, j = 1, 2, \ldots \), we have
\[
(\int_{B_{r+\rho}} |x|^{2s} w^{\chi^{j-2}s} \, dx)^{\frac{1}{\chi}} \leq \frac{C(\gamma + 1)}{r_0^\chi} \left( \int_{B_{r+\rho}} |x|^{2s} w^{2\chi^{j-2}s} \, dx \right)^{\frac{2^*}{2^* - t}}.
\]

Therefore, replacing \( \gamma \) by \( \chi^j - 1 \) and using (2.5) recursively, we get
\[
(\int_{B_r} |x|^{2s} w^{\chi^{j-2}s} \, dx)^{\frac{1}{\chi}} \leq C \sum_{k=1}^{\infty} \frac{\chi^k}{\chi^j} \sum_{k=1}^{\infty} \frac{\chi^k}{\chi^j} \sum_{k=1}^{\infty} \frac{\chi^k}{\chi^j} \left( \int_{B_{r+\rho}} |x|^{2s} w^{2\chi^{j-2}s} \, dx \right)^{\frac{2^*}{2^* - t}}.
\]

Since the infinite sum in the right-hand side converges, we obtain that \( w(x) \) is bounded in \( B_r(0) \) by letting \( j \) goes to infinity. The proof is complete.

Proposition 2.2. If \( w \in C^2(\Omega \setminus \{0\}) \) is positive and satisfies (2.2), then there exists \( r_1 > 0, r_1 \) may be small, such that
\[
w(x) \geq \min_{|x|=r_1} w(x) = C_0 > 0 \quad \text{for any } x \in B_{r_1}(0).
\]

Proof. Let \( \phi(t) = \min_{|x|=t} w(x) \). For any \( 0 < t_1 < t_2 < r \) \( (r) \) is chosen as in Proposition 2.1, we define a comparison function \( g(x) = A|x|^{2-N-2s} + B \), where \( A \) and \( B \) are such that \( g(x) = \phi(t_1) \) for \( |x| = t_i, i = 1, 2 \). More precisely, we have
\[
A = \frac{\phi(t_2) - \phi(t_1)}{t_2^{2-N-2s} - t_1^{2-N-2s}} \quad \text{and} \quad B = \frac{\phi(t_2) t_1^{2-N-2s} - \phi(t_1) t_2^{2-N-2s}}{t_2^{2-N-2s} - t_1^{2-N-2s}}.
\]

Since \( \text{div}(|x|^{2s} \nabla w) \leq 0 \) for \( x \in \Omega \setminus \{0\} \), we have \( \text{div}(|x|^{2s} \nabla (w(x) - g(x)) \leq 0 \), while from the definition of \( w(x) \), we know that \( w(x) - g(x) \geq 0 \) in \( \partial (B_{t_2}(0) \setminus B_{t_1}(0)) \).
The maximum principle implies that \( w(x) \geq g(x) \) in \( B_{t_2}(0) \setminus B_{t_1}(0) \). In other words, denoting \( a = t_2^{-N-2s} \), we have that
\[
\frac{w(x)}{|x|^{N+2s}} \geq \frac{g(x)}{|x|^{N+2s}} = \frac{\phi(t_2) - \phi(t_1)}{a_2 - a_1} + \frac{\phi(t_1) a_2 - \phi(t_2) a_1}{a_2 - a_1} \phi(t_1) + \frac{\phi(t_1) - \phi(t_2)}{a_2 - a_1} \phi(t_2).
\]
It follows that \( w(x) \geq \min_{|x|=r_1} w(x) = C_0 > 0 \) for some \( r_1 < r \) and any \( x \in B_r(0) \). We end the proof.

**Proof of Theorem 1.1.** Keep the relation \( u(x) = |x|^s w(x) \) in mind. On the one hand, we get from Proposition 2.1 that
\[
u(x) = |x|^s w(x) \leq M_2 |x|^{-2s} \sqrt{1 - |x|^2}, \quad \forall \, x \in B_r(0) \setminus \{0\}.
\]
On the other hand, Proposition 2.2 implies that
\[
u(x) = |x|^s w(x) \geq |x|^s \min_{|x|=r_1} w(x) = M_1 |x|^{-2s} \sqrt{1 - |x|^2}
\]
for any \( x \in B_{r_1}(0) \setminus \{0\} \). (Here \( r \) can be chosen sufficiently small if necessary.) Thus we complete the proof.
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