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Abstract. There are many known asymptotic estimates for the expected
temperature of real zeros of a random algebraic polynomial
\( a_0 + a_1 x + a_2 x^2 + \cdots + a_n x^{n-1} \). The coefficients \( a_j \) \((j = 0, 1, 2, \ldots, n - 1)\) are mostly assumed
to be independent identical normal random variables with mean zero and variance
unity. In this case, for all \( n \) sufficiently large, the above expected value
is shown to be \( O(\log n) \). Also, it is known that if the \( a_j \) have non-identical
variance \((n-1)\), then the expected number of real zeros increases to \( O(\sqrt{n}) \).
It is, therefore, natural to assume that for other classes of distributions of the
coefficients in which the variance of the coefficients is picked at the middle
term, we would also expect a greater number of zeros than \( O(\log n) \). In this
work for two different choices of variance for the coefficients we show that this
is not the case. Although we show asymptotically that there is some increase
in the number of real zeros, they still remain \( O(\log n) \). In fact, so far the case
of \( \text{var}(a_j) = \binom{n-1}{j} \) is the only case that can significantly increase the expected
number of real zeros.

1. Introduction

Let \( N_n(a, b) \) be the number of real zeros of a random algebraic polynomial
\begin{equation}
N_n(x) = \sum_{j=0}^{n-1} a_j x^j,
\end{equation}
in the interval \((a, b)\) where the coefficients \( \{a_j\}_{j=0}^{n-1} \) are a sequence of random variables. For the case of normal standard distribution of the coefficients, it is known
that the mathematical expectation of \( N_n(-\infty, \infty) \) is asymptotic to \((2/\pi) \log n \) as
\( n \to \infty \). This asymptotic value remains valid for the general case when the coefficients belong to the domain of attraction of the normal law. For those distributions
that do not belong to the above domain, Logan and Shepp [9] and [10] show there
is a slight increase to the coefficient \((2/\pi) \) obtained for \( EN_n(-\infty, \infty) \). Wilkins [14]
obtained an interesting result by showing that the error term for the asymptotic
formula is small and is in fact independent of $n$. Other interesting results in this direction are due to Sambandham [12] and [13] and Farahmand and Hannigan [4] and [6]. These results and other related topics are discussed in some detail in two books, one by Bhurcha-Reid and Sambandham [1], the other by Farahmand [3].

It was assumed that for all classes of distributions for the coefficients in (1.1), $EN_n(-\infty, \infty)$ remains asymptotically $O(\log n)$. However, in an interesting development, Edelman and Kostlan [2], among other results, show that if the variance of $a_j$ is \((n^{-1})\), then there is a significant increase to the expected number of real zeros. They show, for all $n$, that $EN_n(\infty, \infty) = \sqrt{n-1}$. It is also shown in [4] that this result is persistent for the other properties of $P_n(x)$, such as the expected number of maxima and minima and the expected number of times that $P_n(x)$ assumes a constant value $K$.

As it is characteristic of \(\binom{n-1}{j}\), $j = 0, 1, \ldots, n-1$, to be maximized at the middle term for $j = [n/2]$, so it is natural to be tempted to conjecture that for other classes of distributions with the same above property, $EN_n(-\infty, \infty) = O(\sqrt{n})$; see also [7]. To this end in this paper we consider two cases, both of which satisfy the above assumption. However, our theorems surprisingly show that $EN_n(-\infty, \infty)$ remains $O(\log n)$. It is interesting to note that with the assumption of our Theorem 1, the rate of increase of variances is significantly larger than the case when $\text{var}(a_j) = \binom{n-1}{j}$. Still, $EN_n(-\infty, \infty)$ remains significantly lower than $O(\sqrt{n})$, although it is increased from $(2/\pi)\log n$, the case of identical variance. Therefore $\text{var}(a_j) = \binom{n-1}{j}$ so far is the only known case in which the expected number of zeros of $P_n(x)$ significantly increases. It is interesting to ask if it is also unique. The main distinctive property that these authors could find for the case of $\binom{n-1}{j}$ is that for this case the zeros are not clustered around any points in the interval $(-\infty, \infty)$. While for the case we study here, as well as the case of identical variances, the zeros are concentrated around some points. There should be other assumptions on the distribution of the coefficients that would lead to this characteristic for the zeros and would therefore increase the number of zeros. Hence, the non-identical distributed coefficients are of special interest. To this end for any constant $\sigma > 1$ such that $\sigma \not= 1$ as $n \to \infty$ we prove:

**Theorem 1.** If the random variables $a_j, j = 0, 1, 2, \ldots, n-1$, are normally distributed with mean zero and variances $\sigma^j$ for $0 \leq j \leq m - 1$ and $\sigma^{n-j}$ for $m \leq j \leq n - 1$ where $m = [n/2] + 1$, then for all sufficiently large $n$, the expected number of real zeros of $P_n(x)$ in (1.1) is

$$EN_n(-\infty, \infty) \sim \left(\frac{4}{\pi}\right) \log n.$$

**Theorem 2.** With the same assumptions as in Theorem 1 with $\text{var}(a_j) = j(n-j)$ for $0 \leq j \leq n-1$, we have

$$EN_n(-\infty, \infty) \sim \left(\frac{2\sqrt{2}}{\pi}\right) \log n.$$
the expected number of real zeros is given by the Kac-Rice formula as

\[ EN_n(a, b) = \frac{1}{\pi} \int_a^b \frac{\Delta}{A^2} \, dx. \]

In order to use (1.3) to obtain \( EN_n(-\infty, \infty) \), we note that changing \( x \) to \( 1/x \) and \( x \) to \(-x\) leaves the distribution of the coefficients of \( P_n(x) \) in (1.1) invariant. Hence the expected number of real zeros in the interval \((0, 1)\) only. To this end, in the following section, we present our calculations for any \( m \); see, for example, (2.4)-(2.6) below. However, in order for our result to remain valid we only need a special case of \( m \) given in Theorem 1. It seems our method could also be used for the case of any \( m = \lceil n/2 \rceil + O(1) \). However, the gain in considering this case does not justify the complicated analysis in the calculation.

### 2. Proof of Theorem 1

From the assumptions of Theorem 1 for the distributions of the coefficients of \( P_n(x) \), from (1.2) we can easily show that

\[
A^2 = \sum_{j=0}^{m-1} \sigma^j x^{2j} + \sigma^n \sum_{j=m}^{n-1} \sigma^{-j} x^{2j},
\]

\[
B^2 = \sum_{j=0}^{m-1} j^2 \sigma^j x^{2j-2} + \sigma^n \sum_{j=m}^{n-1} j^2 \sigma^{-j} x^{2j-2},
\]

and

\[
C = \sum_{j=0}^{m-1} j \sigma^j x^{2j-1} + \sigma^n \sum_{j=m}^{n-1} j \sigma^{-j} x^{2j-1}.
\]

We obtain the value of the above identities for any \( \sigma \) and \( m \). In each case, consequent differentiation of the previous formula multiplied by \( x \) yields

\[
A^2 = \frac{1 - \sigma^m x^{2m}}{1 - \sigma x^2} + \frac{\sigma^n - m + 1}{\sigma - x^2} x^{2n},
\]

\[
B^2 = \frac{\sigma + \sigma^2 x^2 + (2m^2 - 2m - 1)\sigma^m x^{2m} - (m - 1)^2 \sigma^{m+2} x^{2m+2} - m^2 \sigma^m x^{2m-2}}{(1 - \sigma x^2)^3} + \frac{m^2 \sigma^{-m+1} x^{2m-2} - (2m^2 - 2m - 1)\sigma^{-m+2} x^{2m} + (m - 1)^2 \sigma^{-m+1} x^{2m+2}}{(\sigma - x^2)^3} + \frac{(2n^2 - 2n - 1)\sigma^2 x^{2n} - n^2 \sigma^3 x^{2n-2} - (n - 1)^2 \sigma x^{2n+2}}{\sigma - x^2},
\]

and

\[
C = \frac{\sigma x + (m - 1)\sigma^{m+1} x^{2m+1} - m \sigma^{m} x^{2m-1}}{(1 - \sigma x^2)^2} + \frac{m \sigma^{-m+2} x^{2m-1} - (m - 1)\sigma^{-m+1} x^{2m+1} - m \sigma^{2} x^{2n+1}}{(\sigma - x^2)^2} + \frac{(n - 1)\sigma x^{2n+1}}{(n - 1)\sigma x^{2n+1}}.
\]
Also from (2.4), (2.5) and (2.6), for any \( \sigma \) and \( m \), we obtain
\[
(2.7) \Delta^2 = \frac{\sigma(1 - \sigma^m x^2)^2 - m^2 \sigma^m x^{2m-2}(1 - \sigma x^2)^2}{(1 - \sigma x^2)^4} \\
+ \frac{\sigma(\sigma^n - m^2 x^{2m} - \sigma x^{2n})^2 - (n - m)^2 \sigma^n - m^2 x^{2n} + m^2 \sigma x^{2n-2}(\sigma - x^2)^2}{(1 - \sigma x^2)^4} \\
+ \left( \frac{\sigma n - 1 x^{2m} - \sigma x^{2n} + \sigma^m x^{2n+2m} - \sigma^{n+1} x^{4m}}{(1 - \sigma x^2)^4} \right) \\
\times \frac{a(\sigma - x^2)^2 + \sigma(1 - \sigma x^2)^2 + x^2(1 - \sigma^2)^2}{(1 - \sigma x^2)^3(\sigma - x^2)^3} \\
+ \left( \frac{2\sigma^m x^{2n+2m} - \sigma^n - m^2 x^{2m} + 2n(\sigma^m x^{2n} - \sigma x^{2n})}{(1 - \sigma x^2)^4} \right) \\
\times [a(\sigma - x^2)^2 - \sigma^3(1 - \sigma x^2) + \sigma x^4(1 - \sigma^2)] \\
+ \frac{m^2(\sigma^n - m^2 x^{2m} - \sigma^n - m^2 x^{2m-2} + n^2(\sigma^n - m^2 x^{2m} - \sigma x^{2m-2})}{(1 - \sigma x^2)^4(\sigma - x^2)} \\
\frac{2m\sigma^m x^{2n+2m-2} - \sigma^n - m^2 x^{2m} - n^2(\sigma^n - m^2 x^{2m} - \sigma x^{2m-2})}{(1 - \sigma x^2)^4(\sigma - x^2)}.
\]

In order to continue the proof of Theorem 1, we first assume that \( n \) is odd. In this case, \( m = n/2 + 1/2 \), and we first consider the interval \((0, (1 - \epsilon)/\sqrt{\sigma})\), where for
\[
(2.8) \quad a = 1 - \log \log n^{10}/\log n,
\]
we let \( \epsilon = n^{-\alpha} \). In this interval, for sufficiently large \( n \), we can easily show that
\[
x^n \leq \sigma^{-n/2} n^{-10} \quad \text{and} \quad \sigma^{m/2} x^m \leq n^{-5}.
\]
Also, note that \( a \to 1 \) as \( n \to \infty \). This is necessary to obtain the result later. Now from (2.4) and (2.7), we have
\[
\Delta^2 = \frac{\sigma}{(1 - \sigma x^2)^4} \{ 1 + O(n^{-10}) \}
\]
and
\[
A^2 = \frac{1}{1 - \sigma x^2} \{ 1 + O(n^{-10}) \}.
\]
Therefore from (2.3), we can show that
\[
EN_n \left( 0, \frac{1 - \epsilon}{\sqrt{\sigma}} \right) \sim \frac{1}{\pi} \int_0^{(1 - \epsilon)/\sqrt{\sigma}} \frac{\sqrt{\sigma}}{1 - \sigma x^2} dx = \frac{a}{2\pi} \log n + \frac{1}{2\pi} \log(2 - \epsilon).
\]
Hence for all sufficiently large \( n \),
\[
(2.9) \quad EN_n \left( 0, \frac{1 - \epsilon}{\sqrt{\sigma}} \right) \sim \frac{1}{2\pi} \log n.
\]
Now we assume that \((1 - \epsilon)/\sqrt{\sigma} \leq x \leq (1 - \delta)/\sqrt{\sigma}\), where
\[
(2.10) \quad \delta = \frac{\log \log n}{n}.
\]
In this case we have
\[
\frac{1 - \sigma^m x^{2m}}{1 - \sigma x^2} \leq m.
\]
Therefore, from (2.4) and (2.7), we have
\[ \Delta^2 \leq \frac{(1 - \sigma^m x^{2m})^2}{(1 - \sigma x^2)} \left(1 - (\sigma x^2)^{m-1}\right) \left\{1 + O\left(\frac{(\log \log n)^3}{n}\right)\right\}, \]
and also
\[ A^2 \geq \frac{1 - \sigma^m x^{2m}}{1 - \sigma x^2}. \]

Now, by using the same method as in [3, p. 33] and from (1.3), we can show that
\[ \text{EN}_n \left(\frac{1 - \epsilon}{\sqrt{\sigma}}, 1 - \frac{1}{\sqrt{\sigma}}\right) = O(\log n). \]

In order to consider the interval \((1 - \delta)/\sqrt{\sigma} \leq x \leq (1 + \delta)/\sqrt{\sigma}\), it is easy to see that, for any \(x\), the integrand of (1.3) does not exceed
\[ \Delta^2 \leq \left(\frac{B^2}{A^2}\right)^{1/2} \leq n, \]
and thus
\[ \text{EN}_n \left(\frac{1 - \delta}{\sqrt{\sigma}}, 1 + \frac{\epsilon}{\sqrt{\sigma}}\right) = O(\log \log n). \]

When \((1 + \delta)/\sqrt{\sigma} \leq x \leq (1 + \epsilon)/\sqrt{\sigma}\), since
\[ \Delta^2 \leq \sigma^m x^{4m} \left[\frac{(1 - \sigma^m x^{-2m})^2}{(\sigma x^2 - 1)^4} \left(1 - (\sigma x^2)^{-m-1}\right) \left\{1 + O\left(\frac{(\log \log n)^3}{n}\right)\right\}\right] \]
and
\[ A^2 \geq \sigma^m x^{2m} \left[\frac{1 - \sigma^m x^{-2m}}{\sigma x^2 - 1}\right], \]
similar to (2.11), from (1.3), we can show that
\[ \text{EN}_n \left(\frac{1 + \delta}{\sqrt{\sigma}}, \frac{1 + \epsilon}{\sqrt{\sigma}}\right) = O(\log n). \]

Now we let \((1 + \delta)/\sqrt{\sigma} \leq x \leq (1 + \eta)/\sqrt{\sigma}\), where
\[ \eta = \exp(- (\log n)^{1/3}). \]

For this interval, from (2.4) and (2.7), we obtain
\[ \Delta^2 = \sigma^2 m x^{4m} \left(\frac{\sigma}{(\sigma x^2 - 1)^2}\right) \left[1 + \frac{(\sigma x^2 - 1)^4}{\sigma - x^2}\right] \]
\[ + \frac{(\sigma - x^2)^2 + \sigma(1 - \sigma x^2)^2 + x^2(1 - \sigma^2)^2)(\sigma x^2 - 1)}{\sigma(\sigma - x^2)^3} + O(n^{-10}) \]
(2.16)
and
\[ A^2 = \sigma^m x^{2m} \left(\frac{1}{\sigma x^2 - 1}\right) \left[1 + \frac{\sigma x^2 - 1}{\sigma - x^2} + O(n^{-10})\right]. \]
(2.17)

It is easy from (2.16) and (2.17) for this range of \(x\) to show that
\[ \Delta^2 = \sigma^2 m x^{4m} \left(\frac{\sigma}{(\sigma x^2 - 1)^2}\right) \left[1 + O(\eta^2)\right] \]
and

$$A^2 = \sigma^m x^{2m} \left( \frac{1}{\sigma x^2 - 1} \right) [1 + O(\epsilon)].$$

Therefore, (1.3) now gives

$$E_N \left( \frac{1 + \epsilon}{\sqrt{\sigma}}, \frac{1 + \eta}{\sqrt{\sigma}} \right) \sim \frac{1}{\pi} \int_{(1+\epsilon)/\sqrt{\sigma}}^{(1+\eta)/\sqrt{\sigma}} \frac{\sqrt{\sigma}}{\sigma x^2 - 1} \, dx$$

$$= \left( \frac{a}{2\pi} \right) \log n + \left( \frac{1}{2\pi} \right) \log \left( \frac{2 + \epsilon}{2 + \eta} \right) - \left( \frac{1}{2\pi} \right) (\log n)^{1/3}.$$ 

Therefore, for all sufficiently large $n$,

$$E_N \left( \frac{1 + \epsilon}{\sqrt{\sigma}}, \frac{1 + \eta}{\sqrt{\sigma}} \right) \sim \frac{1}{2\pi} \log n.$$  

(2.18)

Finally, letting $(1 + \eta)/\sqrt{\sigma} \leq x \leq 1$, from (2.16) and (2.17), we can show that

$$\frac{\Delta}{A^2} \leq L_0 \frac{\sqrt{\sigma}}{\sigma x^2 - 1},$$

where the $L$'s here and in the following are absolute constants not necessarily all possessing the same values. This together with (1.3) gives

$$E_N \left( \frac{1 + \epsilon}{\sqrt{\sigma}}, \frac{1 + \eta}{\sqrt{\sigma}} \right) = \left( L_0/(2\pi) \right) (\log n)^{1/3} + \left( L_0/(2\pi) \right) \log \left( \frac{\sqrt{\sigma} - 1}{\sqrt{\sigma} + 1} \right)$$

$$+ \left( L_0/(2\pi) \right) \log(2 + \eta) = O(\log n)^{1/3}.$$  

(2.19)

Hence from (2.1), (2.11), (2.13), (2.14), (2.18) and (2.19), we have the proof of Theorem 1 for $n$ odd. For $n$ even the proof is very similar. The only difference is that an additional $\sigma$ will appear in the denominator of the right-hand side of $\Delta^2$ and $A^2$ in (2.16) and (2.17). This would not affect the analysis, and therefore the proof remains valid for $n$ even as well.

Remark 1. If $\sigma = f(n)$ such that $f(n) \to \infty$ as $n \to \infty$, the result of Theorem 1 will still hold.

In this case, from (1.3), (2.12) and (2.8), we can easily show that for $(1 - \epsilon)/\sqrt{\sigma} \leq x \leq (1 + \epsilon)/\sqrt{\sigma}$,

$$E_N \left( \frac{1 - \epsilon}{\sqrt{\sigma}}, \frac{1 + \epsilon}{\sqrt{\sigma}} \right) \leq \frac{1}{\pi} \frac{2n\epsilon}{\sqrt{f(n)}} = o(\log n).$$

From (2.16) and (2.17), and for $(1 + \eta)/\sqrt{\sigma} \leq x \leq 1$, we obtain

$$\frac{\Delta}{A^2} \leq \text{Max} \left\{ L_1 \frac{\sqrt{\sigma}}{\sigma x^2 - 1}, L_2 \right\}.$$ 

The first term inside the maximum occurs at the beginning of the interval $[(1 + \eta)/\sqrt{\sigma}, 1]$, and the second term occurs at the end of this interval. Therefore, (2.19) holds in this case as well.
3. Proof of Theorem 2

From the assumptions of Theorem 2 for the distributions of the coefficients of \( P_n(x) \), from (1.2), we can easily show that

\[(3.1) \quad A^2 = n \sum_{j=0}^{n-1} j^2 x^{2j} - \sum_{j=0}^{n-1} j^2 x^{2j}, \]
\[(3.2) \quad B^2 = n \sum_{j=0}^{n-1} j^3 x^{2j-2} - \sum_{j=0}^{n-1} j^4 x^{2j-2}, \]
and
\[(3.3) \quad C = n \sum_{j=0}^{n-1} j^2 x^{2j-1} - \sum_{j=0}^{n-1} j^3 x^{2j-1}. \]

Using (3.1)-(3.3) and a similar technique used in the proof of Theorem 1 to obtain (2.4)-(2.6) will yield

\[(3.4) \quad A^2 = nx^2 \left(1 + \frac{x^2}{1-x^2}\right) \left(1 - \frac{x^2}{1-x^2}\right)^2 \left(1 + \frac{x^2}{1-x^2}\right)^2 \left(1 - \frac{x^2}{1-x^2}\right)^3 \left(1 + \frac{x^2}{1-x^2}\right)^4 \left(1 - \frac{x^2}{1-x^2}\right), \]
\[(3.5) \quad B^2 = n^3 x^{2n} \left(1 - \frac{x^2}{1-x^2}\right)^3 + n(1+3x^{2n})(1+4x^2+x^4)(1-x^2) \left(1 - \frac{x^2}{1-x^2}\right)^5 \right. + 3n^2 x^{2n} \left(1-x^2\right)^2 - (1-x^2)^2 (1+11x^2+11x^4+x^6) \left(1 - \frac{x^2}{1-x^2}\right)^5, \]
and
\[(3.6) \quad C = n^2 x^{2n+1} \left(1-x^2\right)^2 + nx(1+2x^{2n})(1+x^2)(1-x^2) \left(1 - \frac{x^2}{1-x^2}\right)^4 \right. - x(1-x^2)(1+4x^2+x^4) \left(1 - \frac{x^2}{1-x^2}\right)^4. \]

Therefore, from (1.2) and (3.1)-(3.6) we obtain

\[(3.7) \quad \Delta^2 = \frac{n^4 x^{2n+2} \left(1-x^2\right)^2 + n^2 \left(2x^4 + 2x^{4n+4} + 6x^{2n+4} - 2x^{2n+6} - 2x^{2n+2}\right)}{(1-x^2)^6} \right. \]
\[+ 4x^4(1+x^2+x^4)(1-x^{2n})^2 - 6nx^4(1+x^2)(1-x^{2n})(1-x^2) \left(1 - \frac{x^2}{1-x^2}\right)^8. \]

When \( 0 \leq x \leq 1 - \epsilon \), where \( \epsilon \) is given in (2.8), and for all sufficiently large \( n \), we can easily show that

\[x^n \leq n^{-10}.\]

Therefore, from (3.4) and (3.7), we have

\[(3.8) \quad \Delta^2 = \frac{n^2 x^4}{(1-x^2)^6} \left[ 2 - \frac{6(1+x^2)}{n(1-x^2)} + \frac{4(1+x^2+x^4)}{n^2(1-x^2)^2} + O(n^{-20}) \right] \]
\[= \frac{n^2 x^4}{(1-x^2)^6} \left[ 2 + O((n\epsilon)^{-1}) \right]. \]
and
\begin{equation}
A^2 = \frac{nx^2}{(1-x^2)^2} \left[ 1 - \frac{1+x^2}{n(1-x^2)} + O(n^{-22}) \right] = \frac{nx^2}{(1-x^2)^2} \left[ 1 + O((ne)^{-1}) \right].
\end{equation}

Hence, from (3.9) and (3.8), we can easily show that for \( n \) sufficiently large,
\begin{equation}
\frac{\Delta}{A^2} \sim \frac{\sqrt{2}}{1-x^2}.
\end{equation}

Therefore, from (1.3), (2.8) and (3.10), we obtain
\begin{equation}
EN_n(0,1-\epsilon) \sim \frac{\sqrt{2}}{2\pi} \log n.
\end{equation}

Now let \( 1-\epsilon \leq x \leq 1-\delta \), where \( \delta \) is defined in (2.10). From (3.4) and (3.7), we can show that
\begin{equation}
\Delta^2 = \left( \frac{n^4x^4}{(1-x^2)^2} \right) \left[ x^{2n-2} + \frac{2+2x^{4n}+6x^{2n}+2x^{2n+2}+2x^{2n-2}}{n^2(1-x^2)^2} - \frac{6(1+x^2)(1-x^{2n})}{n^3(1-x^2)^3} + \frac{4(1+x^2+x^4)(1-x^{2n})^2}{n^4(1-x^2)^4} \right]
\end{equation}
and
\begin{equation}
A^2 = \left( \frac{nx^2}{(1-x^2)^2} \right) \left[ 1 + x^{2n} - \frac{(1-x^{2n})}{n(1-x^2)} \right].
\end{equation}

Since in this interval, for all \( n \) sufficiently large, \( x^n \leq \exp(-\log\log n) \) and \( n(1-x^2) = O(\log\log n) \), from (3.12) and (3.13), we have
\begin{equation}
\frac{\Delta}{A^2} = O \left( \frac{n}{\log\log n} \right).
\end{equation}

Therefore, from (1.3), (2.8), (2.10) and (3.14), we obtain
\begin{equation}
EN_n(1-\epsilon, 1-\delta) = o(\log n).
\end{equation}

Finally, letting \( 1-\delta \leq x \leq 1 \), from (1.2) and (2.12), we have
\begin{equation}
\frac{\Delta}{A^2} \leq n.
\end{equation}

This together with (1.3) shows that
\begin{equation}
EN_n(1-\delta, 1) = O(\log\log n).
\end{equation}

Hence from (3.11), (3.15) and (3.16), we have the proof of Theorem 2.
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