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Abstract. This paper is to investigate the asymptotic dynamics in almost periodic cooperative systems with a first integral. By appealing to the theory of skew-product semiflows we establish the asymptotic almost periodicity of bounded solutions to such systems, which extends the existing convergence results for time independent and periodic cooperative systems with a first integral and proves a conjecture of B. Tang, Y. Kuang and H. Smith in SIAM J. Math. Anal., 24 (1993), 1331-1339.

1. Introduction

Monotone dynamics has received extensive investigations (see, e.g., [2, 5, 10, 11, 12, 13, 14, 15, 16, 19] and references therein). Various stability and convergence results were obtained for autonomous and periodic monotone systems under appropriate assumptions. Some of these results have also been extended to the almost periodic/nonautonomous case by using the powerful skew-product flows approach (see, e.g., [4, 14, 18] and references therein). The current paper is devoted to the study of convergence in almost periodic cooperative systems with a first integral. The convergence of positive bounded solutions in time independent and periodic as well as some special almost periodic cooperative systems with a first integral has been discussed in several papers. For example, Nakajima [9] proved the asymptotic periodicity of bounded solutions for periodic and cooperative gross-substitute systems with a linear first integral, and this convergence result was further generalized to the almost periodic case by Sell and Nakajima [13]. Mierczyński [8] proved the convergence of bounded solutions for autonomous and strictly cooperative systems with a first integral, and Jiang [6] obtained the same result in the case where these systems are cooperative. In 1993, Tang, Kuang and Smith [17] considered strictly cooperative systems on $\mathbb{R}^n_+$ with a general class of first integrals in $\mathbb{R}^n_+$, and conjectured that every bounded solution converges to an almost periodic solution. Meanwhile, they partly proved this conjecture under some additional conditions on the first integral. In 1996, Jiang [7] gave an affirmative answer to this conjecture in the case where these systems are periodic and cooperative. It should be mentioned...
that Arino and his colleagues also studied asymptotic behavior in nonautonomous delay differential equations and monotone semiflows with a monotone first integral (see [17] and the references therein).

The purpose of this paper is to prove Tang, Kuang and Smith’s conjecture for the almost periodic and cooperative case by appealing to the theory of skew-product semiflows. Differently from [17], we establish the uniform stability of nonnegative solutions and the 1-cover property of the associated omega limit sets of the skew-product semiflow without using the Liapunov function method. The paper is organized as follows. In the next section we present some basic definitions and our main result and make two remarks on it. In Section 3 we prove the main result and make two remarks on it.

2. Definitions and the main result

For $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$, we define $||x|| = \max_{1 \leq i \leq n} |x_i|$. A function $f \in C(\mathbb{R}, \mathbb{R}^n)$ is said to be almost periodic if for any $\epsilon > 0$, there exists $l = l(\epsilon) > 0$ such that every interval of $\mathbb{R}$ of length $l$ contains at least one point of the set $T(\epsilon) := \{ t \in \mathbb{R} : ||f(t + \tau) - f(t)|| < \epsilon, \forall \tau \in \mathbb{R} \}$. Let $D \subset \mathbb{R}^n$ be a closed set. A function $f \in C(\mathbb{R} \times D, \mathbb{R}^n)$ is said to be uniformly almost periodic in its first variable if $f(\cdot, x)$ is almost periodic for each $x \in D$, and for any compact set $E \subset D$, $f$ is uniformly continuous on $\mathbb{R} \times E$. Let $f \in C(\mathbb{R} \times D, \mathbb{R}^n)$ be uniformly almost periodic in its first variable. For given $\lambda \in \mathbb{R}$ and $x \in D$, define

$$a(f, \lambda, x) = \lim_{T \to \infty} \frac{1}{T} \int_0^T f(t, x) e^{-i\lambda t} dt.$$ 

The set

$$\text{Exp}(f) = \{ \lambda \in \mathbb{R} : a(f, \lambda, x) \neq 0 \text{ on } D \}$$

is called the set of exponents of $f$, and the module of $f$, $\mathcal{M}(f)$, is defined as the smallest additive group of real numbers containing $\text{Exp}(f)$.

Let $(Y, d_Y)$ be a compact metric space with metric $d_Y$. A continuous flow $\sigma : Y \times \mathbb{R} \to Y$ is said to be minimal if $Y$ contains no nonempty, proper, closed invariant subset; distal if for any two distinct points $y_1$ and $y_2$ in $Y$, it follows that $\inf_{t \in \mathbb{R}} d_Y(\sigma(y_1, t), \sigma(y_2, t)) > 0$. Thus, a flow $\sigma : Y \times \mathbb{R} \to Y$ is minimal if and only if every full orbit is dense in $Y$.

Let $\mathbb{R}^+_n = \{(x_1, \ldots, x_n) \in \mathbb{R}^n : x_i \geq 0, \forall 1 \leq i \leq n \}$. For $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ and $y = (y_1, \ldots, x_n) \in \mathbb{R}^n$, we write $x \leq y$ if $y - x \in \mathbb{R}^+_n$, $x < y$ if $y - x \in \text{Int}(\mathbb{R}^+_n)$. Let $K \subset \mathbb{R}^n$ be a compact subset of $\mathbb{R}^n$, and for each $1 \leq i \leq n$, define $b_i = \min \{ x_i : x = (x_1, \ldots, x_i, \ldots, x_n) \in K \}$ and $b^*_i = \max \{ x_i : x = (x_1, \ldots, x_i, \ldots, x_n) \in K \}$. Then $b_*= (b_1, b_2, \ldots, b_n)$ and $b^* = (b_1^*, b_2^*, \ldots, b_n^*)$ are the greatest lower bound and least upper bound of $K$ with respect to the componentwise order $\leq$ on $\mathbb{R}^n$, respectively.

Consider the $n$-dimensional system of ordinary differential equations

$$\dot{x} = F(t, x),$$

where $F : \mathbb{R} \times \mathbb{R}^+_n \to \mathbb{R}^n$. We make the following standing assumptions throughout the paper.

(H1) $F \in C^1(\mathbb{R} \times \mathbb{R}^+_n, \mathbb{R}^n)$ is uniformly almost periodic in $t$, and for any compact subset $K$ of $\mathbb{R}^+_n$, the derivative $D_x F(t, x)$ is bounded on $\mathbb{R} \times K$;
(H2) \( F(t, 0) \geq 0 \) and \( \frac{\partial F}{\partial x^i} \geq 0 \) for all \( (t, x) \in \mathbb{R} \times \mathbb{R}^n_+ \), \( 1 \leq i \neq j \leq n \);

(H3) There is a \( C^1 \)-function \( H : \mathbb{R}^n_+ \rightarrow \mathbb{R} \) such that \( \text{grad}H(x) \gg 0 \) at each \( x \in \mathbb{R}^n_+ \), and \( \langle \text{grad}H(x), F(t, x) \rangle = 0 \) for all \( (t, x) \in \mathbb{R} \times \mathbb{R}^n_+ \).

Clearly, (H1) guarantees the local existence and uniqueness of solutions of the almost periodic system (2.1) with initial values in \( \mathbb{R}^n_+ \). (H2) implies that \( \mathbb{R}^n_+ \) is positively invariant for system (2.1), and that (2.1) is a cooperative (quasimonotone) system and hence, the comparison principle holds. (H3) says that \( H(x) \) has positive gradient at each \( x \in \mathbb{R}^n_+ \) and is a first integral of system (2.1), i.e., \( H(x) \) is a constant along every solution of (2.1).

Denote \( \phi(t; x, F) \) as the solution of (2.1) with \( \phi(0; x, F) = x \in \mathbb{R}^n_+ \). Let \( \phi(t; x, F) \) be defined for all \( t \geq 0 \). Then \( \phi(t; x, F) \) is said to be asymptotic to an almost periodic solution if there is an almost periodic solution \( \phi^*(t; F) \) of (2.1) such that

\[
\lim_{t \to \infty} (\phi(t; x, F) - \phi^*(t; F)) = 0;
\]

\( \phi(t; x, F) \) is said to be uniformly stable if for any \( \epsilon > 0 \), there is \( \delta = \delta(\epsilon) > 0 \) such that

\[
\| \phi(t + \tau; y, F) - \phi(t + \tau; x, F) \| \leq \epsilon, \quad \forall t \geq 0
\]

whenever \( \tau > 0 \) and \( y \in \mathbb{R}^n_+ \) with \( \| \phi(t; y, F) - \phi(t; x, F) \| \leq \delta \).

Let

\[
\mathcal{F} = \text{cl}\{F_\tau : \tau \in \mathbb{R}\},
\]

where \( F_\tau(t, x) = F(t + \tau, x) \) and the closure is taken under the open compact topology. Define \( \sigma(t)(G) = G_t = G(\cdot + t, \cdot), \forall t \in \mathbb{R}, G \in \mathcal{F} \). Then \( \sigma(t) : \mathcal{F} \rightarrow \mathcal{F} \) is a compact, almost periodic minimal and distal flow (see [12, Section VI.C]). By assumption (H2), each \( G \in \mathcal{F} \) is a continuous function on \( \mathbb{R} \times \mathbb{R}^n_+ \) with \( G(t, 0) \geq 0, \forall t \in \mathbb{R} \). Moreover, (H1) and (H2) imply that \( G \) is locally Lipschitz in \( x \in \mathbb{R}^n_+ \), and \( G_i(t, x) \leq G_i(t, y) \) for any \( 0 \leq x \leq y \) and \( 1 \leq i \leq n \) with \( x_i = y_i \). It then follows that system (2.1) induces the following (local) skew-product flow:

\[
\Pi_t : \mathbb{R}^n_+ \times \mathcal{F} \rightarrow \mathbb{R}^n_+ \times \mathcal{F},
\]

(2.2)

\[
\Pi_t(x, G) = (\phi(t; x, G), G_t),
\]

where \( \phi(t; x, G) \) is the solution of

\[
\dot{x} = G(t, x)
\]

with \( \phi(0; x, G) = x \). Furthermore, \( \Pi_t \) is monotone in the sense that for any \( x^1, x^2 \in \mathbb{R}^n_+ \) with \( x^1 \leq x^2 \) and \( G \in \mathcal{F} \),

\[
\phi(t; x^1, G) \leq \phi(t; x^2, G)
\]

for \( t \geq 0 \) at which both \( \phi(t; x^1, G) \) and \( \phi(t; x^2, G) \) exist.

Let \( P : \mathbb{R}^n_+ \times \mathcal{F} \rightarrow \mathcal{F} \) be the natural projection, i.e., \( P(x, G) = G, \forall (x, G) \in \mathbb{R}^n_+ \times \mathcal{F} \). Recall that the omega limit set of a point \( (x, G) \in \mathbb{R}^n_+ \times \mathcal{F} \) with respect to \( \Pi_t \) is defined as

\[
\omega(x, G) = \{ (y, K) \in \mathbb{R}^n_+ \times \mathcal{F} : \exists n \rightarrow \infty \text{ such that } \Pi_{t_n}(x, G) \rightarrow (y, K) \}.
\]

A compact invariant set \( E \subset \mathbb{R}^n_+ \times \mathcal{F} \) of \( \Pi_t \) is called a 1-cover of \( \mathcal{F} \) if for any \( G \in \mathcal{F} \), \( \text{card}(P^{-1}(G) \cap E) = 1 \).
Now we are in a position to state our main result.

**Theorem A.** Assume that (H1), (H2) and (H3) hold. Then the following two statements are valid:

1. If \( \phi(t; x, F) \) is a bounded solution of \((2.1)\) in \(\mathbb{R}^n_+\), then \( \omega(x, F) \) is a 1-cover of \(\mathcal{F}\);
2. Every bounded solution \( \phi(t; x, F) \) of \((2.1)\) in \(\mathbb{R}^n_+\) is asymptotic to an almost periodic solution \( \phi^*(t; F) \). Moreover, \( \mathcal{M}(\phi^*) \subset \mathcal{M}(F) \).

Observe that, following from the module containment properties of almost periodic functions (see [3, Theorem 4.5]), it can be easily proved that if \( F(t, x) \) is actually periodic in \( t \), \( F(t + T, x) = F(t, x) \), then Theorem A (2) implies that every bounded solution of \((2.1)\) in \(\mathbb{R}^n_+\) is asymptotic to a periodic solution of period \( T \).

At the end of this section we use a simple example, which is motivated by [7], to illustrate our main result.

**Example.** Consider the following two-dimensional system on \(\mathbb{R}^2_+\):

\[
\begin{align*}
\dot{x}_1 &= a(t)x_2e^{x_1} - e^{x_1} + 1, \\
\dot{x}_2 &= 1 - e^{-x_1} - a(t)x_2,
\end{align*}
\]

(2.5)

where \( a(t) \) is a nonnegative, almost periodic \( C^1 \)-function on \( \mathbb{R} \). It is easy to verify that system \((2.5)\) admits a first integral \( H(x_1, x_2) = 1 - e^{-x_1} + x_2 \) on \(\mathbb{R}^2_+\), and that \((H1)\)–(H3) hold. Thus, Theorem A implies that every bounded solution of \((2.5)\) in \(\mathbb{R}^2_+\) is asymptotic to an almost periodic solution. We should point out that the main result [17, Theorem 3.1] cannot be applied to the almost periodic system \((2.5)\) since the Liapunov function associated with \( H(x_1, x_2) \),

\[
V(x, y) = |e^{-x_1} - e^{-y_1}| + |x_2 - y_2|, \quad \forall (x_1, x_2, y_1, y_2) \in \mathbb{R}^2_+,
\]

does not satisfy the condition that \( \lim_{|x-y| \to +\infty} V(x, y) = +\infty \).

3. **Proof of Theorem A**

In order to prove Theorem A, we need a series of lemmas.

**Lemma 3.1.** If \( \phi(t; x, F) \) is a bounded solution of \((2.1)\) in \(\mathbb{R}^n_+\), then it is uniformly stable.

**Proof.** Let \( e = (1, 1, \ldots, 1) \in \text{Int} \mathbb{R}^n_+ \). By the boundedness of \( \phi(t; x, F) \), we can choose a sufficiently large real number \( r > 0 \) such that

\[
0 \leq \phi(t; x, F) \leq q_0 := re, \quad \forall t \geq 0.
\]

Define

\[
M = \max_{1 \leq i \leq n} \left\{ \max_{0 \leq x \leq q_0 + e} H_{x_i}(x) \right\}, \quad m = \min_{1 \leq i \leq n} \left\{ \min_{0 \leq x \leq q_0 + e} H_{x_i}(x) \right\}.
\]

Then (H3) implies that \( M, m > 0 \). Note that

\[
H(y) - H(z) = \sum_{i=1}^n \int_0^1 H_{x_i}(z + s(y - z)) ds \cdot (y_i - z_i), \quad \forall y, z \in \mathbb{R}^n_+.
\]
It follows that
\[
|H(y) - H(z)| \leq nM\|y - z\|, \quad \forall 0 \leq z, y \leq q_0 + e,
\]
and
\[
|H(y) - H(z)| \geq m\|y - z\|, \quad \forall 0 \leq z \leq y \leq q_0 + e.
\]

Define \( \epsilon_0 := \min \left(1, \frac{m}{m+nM}\right) \). For any given \( 0 < \epsilon \leq \epsilon_0 \), there is \( 0 < \delta(\epsilon) \leq \frac{\epsilon}{2} \) such that
\[
\phi(\tau; x, F) - \delta(\epsilon)e \leq \phi(\tau; x, F) - \phi(\tau; x, F) + \delta(\epsilon)e \leq q_0 + e
\]
for all \( \tau \geq 0 \). Let
\[
p(\epsilon, \tau) = (\max(\phi_1(\tau; x, F) - \delta(\epsilon), 0), \cdots, \max(\phi_n(\tau; x, F) - \delta(\epsilon), 0))
\]
and \( q(\epsilon, \tau) = \phi(\tau; x, F) + \delta(\epsilon)e \). Since
\[
0 \leq q(\epsilon, \tau) - p(\epsilon, \tau) = [\phi(\tau; x, F) - \delta(\epsilon)e] - p(\epsilon, \tau) + 2\delta(\epsilon)e \leq 2\delta(\epsilon)e
\]
for all \( \tau \geq 0 \), (3.2) and (3.4) imply that
\[
|H(p(\epsilon, \tau)) - H(q(\epsilon, \tau))| \leq nM\epsilon, \quad \forall \tau \geq 0.
\]
For given \( \tau \geq 0 \), let
\[
U(\epsilon, \tau) = \{z \in \mathbb{R}_+^n : p(\epsilon, \tau) \leq z \leq q(\epsilon, \tau)\}.
\]
Clearly, \( \phi(\tau; x, F) \in U(\epsilon, \tau) \). Let \( [0, \sigma) \) be the maximal interval of existence of the solution \( \phi(t; q(\epsilon, \tau), F_\tau) \). By the comparison principle, we then have
\[
\phi(t; p(\epsilon, \tau), F_\tau) \leq \phi(t; \phi(\tau; x, F), F_\tau) \leq \phi(t; q(\epsilon, \tau), F_\tau)
\]
and
\[
\phi(t; p(\epsilon, \tau), F_\tau) \leq \phi(t; z, F_\tau) \leq \phi(t; q(\epsilon, \tau), F_\tau)
\]
for all \( t \in [0, \sigma) \) and \( z \in U(\epsilon, \tau) \). By (H3) and (3.5),
\[
|H(\phi(t; q(\epsilon, \tau), F_\tau)) - H(\phi(t; \phi(\tau; x, F), F_\tau))| = |H(q(\epsilon, \tau)) - H(\phi(\tau; x, F))| \\
\leq |H(q(\epsilon, \tau)) - H(p(\epsilon, \tau))| \\
\leq nM\epsilon
\]
for all \( t \in [0, \sigma) \). By (3.3) and (3.4), we have
\[
\|\phi(t; q(\epsilon, \tau), F_\tau) - \phi(t; \phi(\tau; x, F), F_\tau)\| \leq \frac{nM\epsilon}{m}
\]
for all \( t \in [0, \sigma) \) with \( \phi(t; q(\epsilon, \tau), F_\tau) \in [0, q_0 + e] \). We claim that
\[
\phi(t; q(\epsilon, \tau), F_\tau) \in [0, q_0 + e], \quad \forall t \in [0, \sigma).
\]
Otherwise, there exists a real number \( t^* \in (0, \sigma) \) such that \( \phi(t; q(\epsilon, \tau), F_\tau) \in [0, q_0 + e] \) \( \forall t \in [0, t^*] \) and \( \|\phi(t^*; q(\epsilon, \tau), F_\tau)\| = \|q_0\| + 1 \). But the inequality (3.6) implies that
\[
\|\phi(t^*; q(\epsilon, \tau), F_\tau)\| \leq \|\phi(t^*; \phi(\tau; x, F), F_\tau)\| \\
+ \|\phi(t^*; q(\epsilon, \tau), F_\tau) - \phi(t^*; \phi(\tau; x, F), F_\tau)\| \\
\leq \|q_0\| + \frac{nM\epsilon_0}{m} \leq \|q_0\| + \frac{1}{2}.
\]
a contradiction. It then follows that \( \sigma = \infty \) and for every \( z \in U(\epsilon, \tau) \), the solution \( \phi(t; z, F_t) \) exists globally on \([0, \infty)\) and

\[
\phi(t; z, F_t) \in [0, q_0 + \epsilon], \quad \forall t \geq 0.
\]

Similarly, we can show that for any \( z \in U(\epsilon, \tau) \),

\[
(3.8) \quad \|\phi(t; q(\epsilon, \tau), F_t) - \phi(t; z, F_t)\| \leq \frac{nM}{m} \epsilon, \quad \forall t \geq 0.
\]

Then \([3.0]\) and \([3.7]\) imply that for any \( z \in U(\epsilon, \tau) \) and \( t \geq 0 \),

\[
\|\phi(t; \phi(\tau; x, F), F_t) - \phi(t; z, F_t)\| \leq \|\phi(t; \phi(\tau; x, F), F_t) - \phi(t; q(\epsilon, \tau), F_t)\|
+ \|\phi(t; q(\epsilon, \tau), F_t) - \phi(t; z, F_t)\|
\leq \frac{nM}{m} \epsilon + \frac{nM}{m} \epsilon = \frac{2nM}{m} \epsilon.
\]

For any \( \epsilon \in (0, \epsilon_0] \), \( \tau \geq 0 \), and \( y \in \mathbb{R}^n_+ \), with \( \|\phi(\tau; y, F) - \phi(\tau; x, F)\| \leq \delta(\epsilon) \),
we have \( \phi(\tau; y, F) \in U(\epsilon, \tau) \). Then the inequality \([3.8]\) with \( z = \phi(\tau; y, F) \) implies that

\[
\|\phi(t + \tau; y, F) - \phi(t + \tau; x, F)\| = \|\phi(t; \phi(\tau; y, F), F_t) - \phi(t; \phi(\tau; x, F), F_t)\|
\leq \frac{2nM}{m} \epsilon, \quad \forall t \geq 0.
\]

Thus, \( \phi(t; x, F) \) is uniformly stable.
\[\square\]

**Lemma 3.2.** If \( \phi(t; x, F) \) is a bounded and uniformly stable solution of \([2.1]\) in \( \mathbb{R}^n_+ \), then \( \Pi_t : \omega(x, F) \to \omega(x, F) \) is a minimal and distal flow, and for any \( (y, G) \in \omega(x, F), G \in \mathcal{F} \) and any sequence \( \{t_i\} \subset \mathbb{R} \) with \( G_{t_i} \to G \), there is a sequence \( \{(y^i, G^i)\} \subset \omega(x, F) \) such that \( \phi(t_i; y^i, G^i) \to y \).

**Proof.** The minimality and distality follow from \([11\) Theorem 5] (see also \([13\) Theorem II.2.8]). The last statement is implied by \([14\) Lemma I.2.16 and Theorem I.2.6], as applied to the epimorphism of minimal and distal flows \( P : (\omega(x, F), \Pi(t)) \to (\mathcal{F}, \sigma(t)) \).

\[\square\]

**Lemma 3.3.** Suppose that \( \phi(t; x, F) \) is a bounded solution of \([2.1]\) in \( \mathbb{R}^n_+ \). Let \( p(G) \) and \( q(G) \) be the greatest lower bound and least upper bound of the set \( \{y \in \mathbb{R}^n_+ : (y, G) \in \omega(x, F)\} \), respectively. Then

\[
\phi(t; p(G_{-t}), G_{-t}) = p(G), \quad \phi(t; q(G_{-t}), G_{-t}) = q(G)
\]

for all \( t \geq 0 \), and for any \( t_n \to 0 \) with \( G_{t_n} \to G \) \((G_{-t_n} \to G)\), we have \( p(G_{t_n}) \to p(G) \) \((p(G_{-t_n}) \to p(G))\).

**Proof.** We only prove the lemma for \( p(\cdot) \) since a similar argument applies to \( q(\cdot) \).

First, for any \( G \in \mathcal{F} \) and \( (y, G) \in \omega(x, F) \), we have \( p(G) \leq y \), and hence

\[
\phi(t; p(G), G) \leq \phi(t; y, G), \quad \forall t \geq 0.
\]

Since \( \Pi_t \omega(x, F) = \omega(x, F) \) for all \( t \in \mathbb{R} \), we then obtain

\[
(3.9) \quad \phi(t; p(G), G) \leq p(G_t) \leq \phi(t; y, G), \quad \forall t \geq 0, \quad (y, G) \in \omega(x, F).
\]

For given \( G \in \mathcal{F} \), let \( t_n \to \infty \) be such that

\[
(3.10) \quad (\phi(t_n; p(G), G), G_{t_n}) \to (\hat{p}, G), \quad p(G_{t_n}) \to p^*.
\]
We prove that \( p^* = p(G) = \tilde{p} \). In fact, by Lemma 3.2 for any \((y, G) \in \omega(x, F)\), there is \((y^n, G) \in \omega(x, F)\) such that

\[
\phi(t_n; y^n, G) \to y
\]
as \( n \to \infty \). It then follows from (3.9) and (3.10) that

\[
(3.11) \quad \tilde{p} \leq p^* \leq p(G).
\]
By (H3), we have \( H(\tilde{p}) = H(p(G)) \), and hence

\[
(3.12) \quad \tilde{p} = p^* = p(G).
\]

Next, since \( \phi(t; \phi(t_n; p(G), G), G_{t_n}) = \phi(t + t_n; p(G), G) \), (3.12) implies that

\[
\phi(t; p(G), G) = \lim_{n \to \infty} \phi(t + t_n; p(G), G)
\]
for all \( t \in \mathbb{R} \). By (3.9) it follows that for any \((y, G) \in \omega(x, F)\) and \( t \in \mathbb{R} \),

\[
\phi(t + t_n; p(G), G) \leq \phi(t + t_n; y, G) \quad \text{for} \quad n \gg 1.
\]
By similar arguments as in proving (3.9) and (3.11), it follows that

\[
(3.13) \quad \phi(t; p(G), G) \leq p(G), \quad \forall t \in \mathbb{R}.
\]
Using (3.9), we then have

\[
p(G) = \phi(t; \phi(-t; p(G), G), G_{-t}) \leq \phi(t; p(G_{-t}), G_{-t}) \leq p(G), \quad \forall t \geq 0.
\]
This implies that

\[
(3.14) \quad \phi(t; p(G_{-t}), G_{-t}) = p(G), \quad \forall t \geq 0.
\]

Now, for given \( G \in F \), suppose that \( t_n \to \infty \) is such that \( G_{-t_n} \to G \) as \( n \to \infty \). Without loss of generality, assume that \( p(G_{-t_n}) \to p^{**} \) as \( n \to \infty \). We are to prove that \( p^{**} = p(G) \). Using Lemma 3.2 again, we obtain

\[
(3.15) \quad p^{**} \leq p(G).
\]
By (3.14) and (H3), \( H(p(G_{-t})) = H(p(G)) \) for \( t \geq 0 \). Therefore, we have

\[
(3.16) \quad H(p^{**}) = \lim_{n \to \infty} H(p(G_{-t_n})) = H(p(G)).
\]
It then follows from (3.15), (3.16), and (H3) that \( p^{**} = p(G) \). \( \square \)

**Lemma 3.4.** Let \( x^1, x^2 \in \mathbb{R}^n_+ \) with \( x^1 \leq x^2 \). If \( x_{i_0}^1 < x_{i_0}^2 \) for some \( 1 \leq i_0 \leq n \), then

\[
\phi_{i_0}(t; x^1, F) < \phi_{i_0}(t; x^2, F)
\]
for each \( t > 0 \) at which both \( \phi(t; x^1, F) \) and \( \phi(t; x^2, F) \) exist.

**Proof.** Let \( \xi(t) = \phi_{i_0}(t; x^2, F) - \phi_{i_0}(t; x^1, F) \). By (H2), it follows that

\[
\begin{align*}
\dot{\xi}(t) &= F_{i_0}(t, \phi(t; x^2, F)) - F_{i_0}(t, \phi(t; x^1, F)) \\
&= \sum_{i=1}^n \int_0^1 \frac{\partial F_{i_0}}{\partial x_i}(t, \phi(t; x^1, F) + s(\phi(t; x^2, F) - \phi(t; x^1, F)))ds \\
&\quad \cdot (\phi_i(t; x^2, F) - \phi_i(t; x^1, F)) \\
&\geq \int_0^1 \frac{\partial F_{i_0}}{\partial x_i}(t, \phi(t; x^1, F) + s(\phi(t; x^2, F) - \phi(t; x^1, F)))ds : \xi(t).
\end{align*}
\]
Define
\[ b(t) = \int_0^1 \frac{\partial F_{i_0}}{\partial x_{i_0}}(t, \phi(t; x^1, F) + s(\phi(t; x^2, F) - \phi(t; x^1, F))) \, ds. \]

We then have
\[ \xi(t) \geq e^a b(s) \, ds \xi(0) > 0, \quad \forall t \geq 0, \]
which implies that \( \phi_{i_0}(t; x^1, F) < \phi_{i_0}(t; x^2, F) \).

**Proof of Theorem A.** (1) Let \( \phi(t; x, F) \) be a bounded solution of (2.1) in \( \mathbb{R}_+^n \). By Lemmas 3.1 and 3.2, \( \Pi_t : \omega(x, F) \to \omega(x, F) \) is a minimal and distal flow. Let \( p(F) \) be the greatest lower bound of the set \( \{ y \in \mathbb{R}_+^n : (y, F) \in \omega(x, F) \} \). It follows that for each \( 1 \leq i \leq n \), there is \( (y^i, F) \in \omega(x, F) \) such that
\[ y^i_t = p_i(F). \]

By Lemma 3.3 we have
\[ \phi(t; p(F-t), F-t) = p(F), \quad \forall t \geq 0. \]

Note that
\[ p(F-t) \leq \phi(-t; y^i, F) \]
and
\[ \phi_i(t; p(F-t), F-t) = p_i(F) = y^i_t = \phi_i(t; \phi(-t; y^i, F), F-t) \]
for all \( t \geq 0 \). By Lemma 3.4
\[ p_i(F-t) = \phi_i(-t; y^i, F), \quad \forall t \geq 0. \]

By Lemma 3.2 it follows that for any \( (y, F) \in \omega(x, F) \), there is \( t_n \to \infty \) such that
\[ (\phi(-t_n; y^i, F), F-t_n) \to (y, F). \]

Using Lemma 3.3 again, we obtain
\[ p(F-t_n) \to p(F). \]

By (3.17)-(3.19), it then follows that
\[ y_i = p_i(F), \quad \forall (y, F) \in \omega(x, F), \quad 1 \leq i \leq n. \]

Therefore, \( y = p(F) \) for any \( (y, F) \in \omega(x, F) \), and hence, \( \text{card}(P^{-1}(F) \cap \omega(x, F)) = 1 \). By the structure theorem of skew-product flows [11, Theorem 1], as applied to the flow \( \Pi_t : \omega(x, F) \to \omega(x, F) \), it follows that \( \text{card}(P^{-1}(G) \cap \omega(x, F)) = 1 \) for any \( G \in \mathcal{F} \). Thus, \( \omega(x, F) \) is a 1-cover of \( \mathcal{F} \).

(2) Let \( \phi(t; x, F) \) be a bounded solution of (2.1) in \( \mathbb{R}_+^n \). By (1), \( \omega(x, F) \) is a 1-cover of \( \mathcal{F} \). It then follows that \( \Pi_t : \omega(x, F) \to \omega(x, F) \) is a compact, almost periodic minimal and distal flow. Let \( \{ (x^*, F) \} = P^{-1}(F) \cap \omega(x, F) \). Then \( \phi(t; x^*, F) \) is almost periodic in \( t \) (see [12, Lemma VI.9]). It is easy to see that
\[ \lim_{t \to \infty} (\phi(t; x, F) - \phi(t; x^*, F)) = 0. \]

Thus, \( \phi(t; x, F) \) is asymptotic to the almost periodic solution \( \phi(t; x^*, F) \). Since \( \omega(x, F) \) is a 1-cover of \( \mathcal{F} \), for any \( \{ \alpha_n \} \subset \mathbb{R} \) with \( \lim_{n \to \infty} F(t + \alpha_n, x) = F(t, x) \) for \( (t, x) \in \mathbb{R} \times \mathbb{R}_+^n \), we must have \( \lim_{n \to \infty} \phi(t + \alpha_n; x^*, F) = \phi(t; x^*, F) \) for \( t \in \mathbb{R} \). Then by [3, Theorem 4.5], \( \mathcal{M}(\phi(\cdot; x^*, F)) \subset \mathcal{M}(F) \). \qed

**Remark 3.1.** By the proof of Theorem A, it is easy to see that if (H1), (H2) and (H3) hold on \( \mathbb{R} \times \mathbb{R}^n \), then Theorem A is valid for the almost periodic system (2.1) defined on \( \mathbb{R}^n \).
Remark 3.2. Assume that (H1), (H2) and the following (H3)’ hold:

(H3)’ There is a $C^1$-function $H : \mathbb{R}_+^n \to \mathbb{R}$ such that $\text{grad}H(x) \equiv 0$ at each $x \in \text{Int}(\mathbb{R}_+^n)$, and $(\text{grad}H(x), F(t,x)) = 0$ for all $(t,x) \in \mathbb{R} \times \mathbb{R}_+^n$.

Then the conclusions of Theorem A are valid for any bounded solution $\phi(t;x,F) = (\phi_1(t;x,F), \cdots, \phi_n(t;x,F))$ with $\liminf_{t \to -\infty} \phi_i(t;x,F) > 0$, $\forall 1 \leq i \leq n$. Indeed, in this case we have $\omega(x,F) \subset \text{Int}(\mathbb{R}_+^n) \times F$. Then there exist $t_0 \geq 0$, $p_0 > 0$ and $q_0 > 0$ such that $\phi(t;x,F) \geq p_0$, $\forall t \geq t_0$, and $\omega(x,F) \subset [p_0,q_0] \times F$. Let $(\bar{x}, \bar{F}) = \Pi_0(x,F)$. Then $\omega(\bar{x}, \bar{F}) = \omega(x,F)$ and $\phi(t+t_0;x,F) = \phi(t;\bar{x}, \bar{F})$, $\forall t \geq 0$. Without loss of generality, we may assume that $t_0 = 0$ (otherwise we replace $(x,F)$ with $(\bar{x}, \bar{F})$). By assumption (H3)’, it easily follows that $H(u) > H(v)$ for all $u \in \text{Int}(\mathbb{R}_+^n)$ and $v \in \mathbb{R}_+^n$ with $u > v$. Thus, the proofs of Lemmas 3.1 and 3.3 and hence the proof of Theorem A, still apply to $\phi(t;x,F)$.
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