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Abstract. We consider the nonlocal diffusion equation

\[ u_t - u_{xx} = u^p(t, x_0(t)), \]

on the space interval \((0, 1)\), with Dirichlet boundary conditions. It is known that if the curve \(x_0(t)\) remains in a compact subset of \((0, 1)\) for all times, then blow-up cannot occur in infinite time. The aim of this paper is to show that the assumption on \(x_0\) is sharp: for a large class of functions \(x_0(t)\) approaching the boundary as \(t \to \infty\), blow-up in infinite time does occur for certain initial data. Moreover, the asymptotic behavior of the corresponding solution is precisely estimated and more general nonlinearities are also considered.

1. Introduction and main results

In this note, we are interested in the following nonlocal parabolic problem:

\[
\begin{cases}
  u_t - u_{xx} = u^p(t, x_0(t)), & t > 0, \quad 0 < x < 1, \\
  u(t, 0) = u(t, 1) = 0, & t > 0, \\
  u(0, x) = u_0(x), & 0 < x < 1.
\end{cases}
\]

Here \(p > 1\), \(x_0 : [0, \infty) \to (0, 1)\) is a locally Hölder continuous function, and \(u_0 \in C_0([0, 1]), u_0 \geq 0\). This problem, often referred to as diffusion with localized reaction, can be viewed as a simple model for a reaction-diffusion process where the reaction is driven by the temperature or the density at a single site. It is well known that (1.1) admits a unique maximal classical solution \(u\), whose existence time will be denoted by \(T^* = T^*(u_0) \leq \infty\). For each solution, one of the following three possibilities occurs:

(I) \(u\) blows up in finite time in the sup norm:

\[ T^* < \infty \quad \text{and} \quad \lim_{t \to T^*} |u(t, \cdot)|_{\infty} = \infty; \]

(II) \(u\) is global and bounded:

\[ T^* = \infty \quad \text{and} \quad \sup_{t \geq 0} |u(t, \cdot)|_{\infty} < \infty; \]
(III) $u$ is global and unbounded:

$$T^* = \infty \quad \text{and} \quad \limsup_{t \to \infty} |u(t, \cdot)|_\infty = \infty.$$ 

This problem and its higher-dimensional analogue (with the Laplace operator) was studied in [1], [3], [11], [19]–[21]. Other nonlinearities, for example the exponential, were also considered in some of these papers. In particular, it is known for (1.1) that (I) occurs if $u_0$ is suitably large and that (II) occurs if $|u_0|_\infty$ is sufficiently small. The asymptotic behavior of solutions blowing up in finite time was also studied in these papers. For results on finite time blow-up concerning semilinear systems or degenerate equations with such reactions terms, we refer to [4, 9, 14, 15].

On the other hand, it was recently proved in [18] that if

$$x_0 : [0, \infty) \to K, \quad \text{where } K \text{ is a compact subset of } (0, 1),$$

then (III) can never occur. The necessity of the assumption (1.2) was left as an open question. The aim of the present paper is to answer this question positively by constructing a wide class of functions $x_0$ violating (1.2) and such that (III) does occur for certain $u_0$.

**Theorem 1.** For all $p > 1$, there exist $x_0 : [0, \infty) \to (0, 1)$ of class $C^1$ and $u_0 \in C_0([0, 1])$, $u_0 \geq 0$, such that

$$\lim_{t \to \infty} x_0(t) = 0,$$

$$T^*(u_0) = \infty \quad \text{and} \quad \lim_{t \to \infty} |u(t, \cdot)|_\infty = \infty.$$ 

Although we are still unable to prove that (III) occurs for every function $x_0(t)$ converging to 0 as $t \to \infty$, our next result shows that we may prescribe essentially any order of decay of $x_0$ that is not faster than exponential. Moreover, we describe the asymptotic behavior of the unbounded global solution that we construct. Hereafter, for positive functions $f, g$, we write $f \sim g$ if $c^{-1} \leq f(t)/g(t) \leq c$ as $t \to \infty$ for some constant $c > 0$.

**Proposition 2.** Let $\varepsilon : [0, \infty) \to (0, \infty)$ be $C^1$ and assume that, for some $C > 0$,

$$\lim_{t \to \infty} \varepsilon(t) = 0 \quad \text{and} \quad -C\varepsilon(t) \leq \varepsilon'(t) \leq 0 \quad \text{as } t \to \infty.$$ 

Then there exists a function $x_0$ for which Theorem 1 is satisfied and such that

$$x_0(t) \sim \varepsilon(t), \quad \text{as } t \to \infty.$$ 

Moreover, the solution $u$ of (1.1) constructed in Theorem 1 satisfies

$$|u(t)|_\infty \sim \varepsilon^{-\pi^2}(t), \quad \text{as } t \to \infty$$

and, for some $C_1, C_2 > 0$,

$$C_1|u(t)|_\infty \sin(\pi x) \leq u(t, x) \leq C_2|u(t)|_\infty \sin(\pi x), \quad t \geq 0, \quad 0 < x < 1.$$ 

**Remark 1.1.** Let us point out that for the corresponding problem with local reaction term:

$$u_t - \Delta u = u^p$$

with Dirichlet boundary conditions, the question of boundedness of global solutions has been the subject of intensive investigation (see [2], [3]–[5], [12], [15] and the references therein, and [3, 17] for recent surveys). In particular, unlike for (1.1),
infinite time blow-up never occurs for (1.3) in space dimension 1 (or 2, but it can occur in 3 or more dimensions).

In the next section, instead of the power nonlinearity, we consider general nonlinearities $F$ with arbitrary growth and, under mild assumptions, we show that infinite time blow-up still occurs (see Theorem 2.1 below). Theorem 1 and Proposition 2 will be derived as consequences of Theorem 2.1.

The idea of our proof is indirect. We first solve a linear heat equation, with a prescribed, spatially constant, right-hand side $h(t)$, which grows to infinity as $t \to \infty$, and we establish some sharp estimates on the solution $v$ of this problem. These estimates enable us to show that $h(t)$ may be written as $F(v(t, x_0(t)))$ for a suitable $x_0(t)$ ($C^1$ in $t$), that we determine in terms of $h$ and $v$ and that we may then estimate.

2. More general results and proofs

Consider the more general problem

\[
\begin{aligned}
&u_t - u_{xx} = F(u(t, x_0(t))), \quad t > 0, \quad 0 < x < 1,
&u(t, 0) = u(t, 1) = 0, \quad t > 0,
&u(0, x) = u_0(x), \quad 0 < x < 1,
\end{aligned}
\]

where $F : [0, \infty) \to [0, \infty)$ is of class $C^1$. We shall prove:

**Theorem 2.1.** Assume

\[
\lim_{s \to \infty} \frac{F(s)}{s} = \infty \quad \text{and} \quad F'(s) > 0 \quad \text{for } s > 0 \text{ large.}
\]

Let $M : [0, \infty) \to (0, \infty)$ of class $C^1$ satisfy

\[
\lim_{s \to \infty} M(s) = \infty
\]

and, for some $C, s_0 > 0$,

\[
0 \leq M'(s) \leq CM(s), \quad s \geq s_0.
\]

Then there exist $x_0 : [0, \infty) \to (0, 1)$ of class $C^1$ and $u_0 \in C_0((0, 1])$, $u_0 \geq 0$, such that the solution $u$ of problem (2.1) satisfies

\[
\begin{aligned}
&T^*(u_0) = \infty, \quad |u(t, .)|_{\infty} \sim M(t) \quad \text{as } t \to \infty, \\
&C_1 M(t) \sin(\pi x) \leq u(t, x) \leq C_2 M(t) \sin(\pi x), \quad t \geq 0, \quad 0 < x < 1 \\
\end{aligned}
\]

for some $C_1, C_2 > 0$ and, for some $K > 0$,

\[
\begin{aligned}
x_0(t) &\sim \frac{F^{-1}(M(t+K))}{M(t+K)} \quad \text{as } t \to \infty.
\end{aligned}
\]

**Remark 2.1.** If, moreover, we assume for instance that $F(t)/t^a$ is nondecreasing for $t$ large and for some $a > 0$, then, actually,

\[
\begin{aligned}
x_0(t) &\sim \frac{F^{-1}(M(t))}{M(t)} \quad \text{as } t \to \infty.
\end{aligned}
\]

**Remark 2.2.** The result of [18] on boundedness of global solutions under the assumption (1.2) applies to any nondecreasing $F$ satisfying a superlinearity assumption. This assumption (1.2) is thus sharp also for general $F$. 

In what follows, we put $\varphi(x) = \sin(\pi x)$ and $\lambda = \pi^2$. For the proof of Theorem 2.1, we prepare the following lemma.

**Lemma 2.2.** Assume that $g : [0, \infty) \to (0, \infty)$ of class $C^1$ satisfies

\[(2.9) \quad 0 \leq g'(s) \leq C g(s), \quad s \geq K,
\]

for some $C > 0$ and $K \geq 0$. Let $\mu > 0$, and let $v(t, x)$ be the solution of

\[
\begin{cases}
  v_t - v_{xx} = g(t + K), & t > 0, \quad 0 < x < 1, \\
  v(t, 0) = v(t, 1) = 0, & t > 0, \\
  v(0, x) = \mu \varphi(x), & 0 < x < 1.
\end{cases}
\]

Then $v$ satisfies

\[
C_1 g(t + K) \varphi(x) \leq v(t, x) \leq C_2 g(t + K) \varphi(x), \quad t \geq 0, \quad 0 < x < 1,
\]

with $C_1 = \widetilde{C}_1 \min(1, \frac{\mu}{g(K + \mu)}), \quad C_2 = \widetilde{C}_2(1 + \frac{\mu}{g(K)}),$ where $\widetilde{C}_1, \widetilde{C}_2 > 0$ depend only on $g$ (not on $K, \mu$).

**Proof.** Denote by $(S(t))_{t \geq 0}$ the Dirichlet heat semigroup on the interval $(0, 1)$, by $\chi$ the characteristic function of the interval $(0, 1)$, and set $h(t) = g(t + K)$. We have

\[
(2.11) \quad v(t, x) = \mu S(t) \varphi + \int_0^t h(s) S(t - s) \chi \, ds, \quad t \geq 0.
\]

Let us first prove the lower estimate. It is clear that

\[
(2.12) \quad S(t) \chi \geq S(t) \varphi = e^{-\lambda t} \varphi, \quad t \geq 0.
\]

On the other hand, by assumption, we have $(h(s)e^{-Cs})' = (h' - Ch)e^{-Cs} \leq 0$ for $s \geq 0$, so that

\[
(2.13) \quad h(s) \geq e^{-C} h(t) \quad \text{for all } t \geq 1 \text{ and all } s \in [t - 1, t].
\]

Assume $t \geq 1$. Using (2.11), (2.12) and (2.13), we obtain

\[
v(t, x) \geq \int_{t-1}^t h(s) S(t - s) \varphi \, ds \\
\geq \left( \int_{t-1}^t h(s) e^{-\lambda(t-s)} \, ds \right) \varphi(x) \geq e^{-(\lambda+C)} h(t) \varphi(x).
\]

If $t \in (0, 1)$, we just note that

\[
v(t, x) \geq \mu e^{-\lambda} \varphi(x) \geq \frac{\mu e^{-\lambda}}{g(K + 1)} h(t) \varphi(x)
\]

and the lower estimate follows.

Let us turn to the upper estimate. It is known (see e.g. [10]) that

\[
(2.14) \quad S(s) \chi \leq cs^{-1/2} \varphi(x), \quad s \in (0, 1).
\]

Also, as a consequence, it follows that

\[
(2.15) \quad S(s) \chi \leq c S(s - 1) \varphi \leq c e^{-\lambda(s-1)} \varphi(x), \quad s \geq 1.
\]
Since \( g \) is nondecreasing, we deduce from (2.11), (2.14) and (2.15) that
\[
 v(t, x) \leq \mu S(t)\varphi + h(t) \int_0^t S(s) \chi ds 
\]
\[
 \leq \left[ \mu e^{-\lambda} + c h(t) \left( \frac{1}{0} s^{-1/2} ds + 1_{t>1} \int_1^t e^{-\lambda(s-1)} ds \right) \right] \varphi(x) 
\]
\[
 \leq \left( \frac{\mu}{g(K)} + c(2 + \lambda^{-1}) \right) h(t) \varphi(x), 
\]
whence the upper estimate follows.

**Proof of Theorem 2.1.** Put \( g(t) = M(t) \). For all \( K \) sufficiently large, \( g \) satisfies (2.9) and, due to (2.2), (2.3), it follows that \( g(K) > F(0) \) and
\[
 F'(s) > 0, \quad \text{for any } s \text{ such that } F(s) \geq g(K). 
\]
Let \( v \) be the solution of (2.10) with the choice \( \mu = g(K + 1) \). Since \( \varphi_x > 0 \) in \([0, 1/2]\), it is easily seen that
\[
 u_x(t, x) > 0 \quad \text{in } [0, \infty) \times [0, 1/2]. 
\]
Let us first show that for all \( t \geq 0 \),
\[
 v(t, x_0) = x_0(t) \in (0, 1/2) \text{ such that } g(t + K) = F(v(t, x_0(t))). 
\]
This will imply that \( u := v \) is a (global unbounded) solution of (2.1). By the lower estimate in Lemma 2.2, we have \( v(t, 1/2) \geq \tilde{C}_1 g(t + K) \). Recall that \( \tilde{C}_1 \) depends only on \( g \), not on \( K, \mu \). Due to (2.2), it follows that for \( K \geq K_0(F, g) \) sufficiently large,
\[
 F(v(t, 1/2)) \geq F(\tilde{C}_1 g(t + K)) > g(t + K), \quad t \geq 0. 
\]
Since \( g(t + K) \geq g(K) > F(0) = F(v(t, 0)) \), (2.18) follows immediately. Moreover, due to (2.16) and (2.17), \( x_0(t) \) is actually unique and the Implicit Function Theorem implies that \( x_0(t) \) is a \( C^1 \) function.

The assumption (2.4) implies that \( g(t + K) \sim g(t) \) as \( t \to \infty \) (cf. the proof of (2.13)). Since \( |v(t)|_\infty \sim g(t + K) \) by Lemma 2.2, we get (2.5) and (2.6). Let us prove the estimate (2.7). Noting that \( F^{-1} \) is well-defined on \( g(K, \infty) \), we have \( v(t, x_0(t)) = F^{-1}(g(t + K)) \) for all \( t \geq 0 \). Lemma 2.2 thus implies
\[
 \frac{F^{-1}(g(t + K))}{C_2 g(t + K)} \leq \varphi(x_0(t)) \leq \frac{F^{-1}(g(t + K))}{C_1 g(t + K)}, \quad t \geq 0, 
\]
hence (2.7).

Finally, under the assumption in Remark 2.1, \( s^{-1/a} F^{-1}(s) \) is nonincreasing for \( s \) large. Since \( F^{-1} \) is increasing and \( g(t + K) \leq C' g(t) \), we have, for some \( C_3 \geq 1 \), \( F^{-1}(g(t + K)) \leq F^{-1}(C_3 g(t)) \leq C_3^{1/a} F^{-1}(g(t)) \) for large \( t \) and (2.8) follows easily.

**Proof of Theorem 1 and Proposition 2.** This is an immediate consequence of Theorem 2.1 and Remark 2.1, by setting \( M(t) := \varepsilon^{-\frac{a}{n}}(t) \) (note that the assumption on \( \varepsilon \) in Proposition 2 implies that \( M(t) \) fulfills the assumptions in Theorem 2.1).

**Remark 2.3.** The hypotheses on \( g \) in Lemma 2.2 and on \( F, M \) in Theorem 2.1 might still be slightly weakened, but we have refrained from doing this for simplicity.
References


Département de Mathématiques, INSET Université de Picardie, 02109 St-Quentin, France – and – Laboratoire de Mathématiques Appliquées, UMR CNRS 7641, Université de Versailles, 45 avenue des États-Unis, 78035 Versailles, France
E-mail address: souplet@math.uvsq.fr