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ABSTRACT. In $\mathbb{R}^2$, for any norm, an immersed closed rectifiable curve in equilibrium for fixed area must be the Wulff shape (possibly with multiplicity).

1. Introduction

The surface energy density of a crystal in $\mathbb{R}^n$ is generally modeled by a norm applied to its tangent plane or unit normal ([T], [M3, Chapt. 10]). For a given volume, the Wulff shape provides the unique energy minimizer. For example, for the isotropic Euclidean norm, the Wulff shape is a round ball. For the $l^1$ norm $\Phi((x_i)) = \sum |x_i|$, the Wulff shape is a cube. Our main Theorem 3.3 proves that a planar equilibrium must be the Wulff shape (possibly with multiplicity if nonembedded curves are admitted). If the norm were smooth and uniformly convex, uniqueness would follow from constant generalized curvature (see [M3, 10.4]). Our general case requires an understanding of variations where the norm is not smooth and the first variation is no longer a linear functional of the initial velocity $v$.

In higher dimensions the result fails even for the isotropic Euclidean norm (area), as shown by the smooth, compact constant-mean-curvature immersions of Wente [W] and Kapouleas [K1], [K2]. For a new example for a “hexagonal” norm, see [M2].

Nevertheless, Bennet Palmer [P] has proved that a stable equilibrium smoothly immersed hypersurface in $\mathbb{R}^n$ must be the Wulff shape if the norm is smooth and uniformly convex. Palmer followed the pioneering work of Barbosa and do Carmo [BdC] on the isotropic Euclidean norm. It is an open question whether an embedded equilibrium must be the Wulff shape, although this holds for the Euclidean norm by Aleksandrov reflection [A].

1.1. The proof. Variational arguments prove that an equilibrium curve $C$ is locally embedded and convex. The main result then follows from Proposition 3.1 which gives a nice formula for the vector displacement between points where the norm is differentiable at a supporting tangent vector. To prove Proposition 3.1 at a point where $C$ is differentiable too, one considers a variation $v$ which is constant between the points and goes to 0 in a small neighborhood of the points. At a point $p$ where $C$ is not differentiable and hence the one-sided tangents $T^-, T^+$ are distinct, $v$
picks up a term in the $T^-$ direction just before $p$ and a term in the $T^+$ direction just after $p$.

2. Norms and first variation

2.1. Definitions (see [M3 Chapt. 10]). Let $\Phi$ be a (continuous) norm on $\mathbb{R}^2$. Let $C: S^1 \to \mathbb{R}^2$ be a (connected) closed rectifiable curve. Define

$$\Phi(C) = \int \Phi(C'(s)) ds.$$ 

The curve $C$ encloses a well-defined area $A \in \mathbb{R}$, counting orientation and multiplicity. For a given area $A$, the minimum $\Phi(C)$ is provided uniquely by a scaling of the Wulff shape $W$, a rotation by 90 degrees of the unit ball $W^\perp$ for the norm dual to $\Phi$:

$$W^\perp = \{x: x \cdot T \leq 1 \text{ if } \Phi(T) \leq 1\}.$$ 

We say that $C_0$ is in equilibrium if for all smooth flows

$$C_t(s) = C_0(s) + f(t, s) \quad (t \geq 0)$$

preserving area, the derivative of $\Phi(C_t)$ is initially nonnegative. This one-sided derivative of $\Phi(C_t)$, called the first variation of $\Phi$, depends only on the initial velocity function $v(s) = \frac{\partial f}{\partial t}|_{t=0}$ and is denoted by $\delta^1(v)$. Indeed, differentiating (1) yields

$$\delta^1(v) = \int D\Phi(C''_0)(v') ds,$$

where the integrand denotes the directional derivative at $C''_0$ in the direction $v'$, which exists even if $\Phi$ is not differentiable, as long as $\Phi$ is convex and $v'$ exists. In general $\delta^1$ is homogeneous and $\delta^1(v + w) \leq \delta^1(v) + \delta^1(w)$. If $\Phi$ is differentiable (away from 0), then $\delta^1$ is linear. If $\Phi$ is differentiable at $T_0$, then its directional derivatives are continuous at $T_0$. Indeed, if $D\Phi(T_0)(-a) = -D\Phi(T_0)(a)$, then $D\Phi(T)(a)$ is continuous at $T_0$. In particular, $D\Phi(T)(T_0)$ is continuous at $T_0$.

The general nonlinearity of the first variation $\delta^1$ is the reason for defining equilibrium as nonnegative rather than zero first variation. If $v$ and $w$ denote small congruent smooth bumps on the top of a square Wulff shape, then $\delta^1(v - w)$ and $\delta^1(-v + w)$ are both positive.

2.2. Proposition. A closed rectifiable curve $C$ is in equilibrium if and only if for any smooth (or Lipschitz) variation vector field $v$ with $dA/dt = 0$, $\delta^1(v)$ is nonnegative.

Proof. First we consider smooth variations. It suffices to show that any such $v$ extends to an area-preserving flow. The problem is that $v$ itself may change area to higher order. If $v$ is transverse to $C$ at a point $p$ of differentiability of $C$, so that locally $dA/dt \neq 0$, smoothly varying in time the magnitude of $v$ near $p$ yields the desired flow. Otherwise $v$ is everywhere tangent to $C$, $C$ is smooth where $v$ is nonzero, and $v$ extends to a flow of $C$ along itself.

Lipschitz variations are admissible by approximation.

2.3. Proposition. Let $\Phi$ be a norm on $\mathbb{R}^2$. A closed rectifiable curve $C$ is in equilibrium if and only if for some real $\lambda$, the first variation of $\Phi - \lambda A$ is nonnegative for all smooth (or Lipschitz) variations $v$. Such a $\lambda$ is unique and nonzero, the generalized scalar curvature. If the enclosed area is positive, so is $\lambda$. 

Remarks. Propositions 2.2 and 2.3 hold for curves with boundary, except that \( \lambda \) need not be unique or nonzero. If \( \Phi \) is smooth and uniformly convex, then \( C \) is smooth and \( |\lambda| \) is the magnitude of the generalized curvature vector \( D^2 \Phi(\kappa) \). (By \([M3, 10.4]\), \( D^2 \Phi(\kappa) \) is essentially constant with magnitude \( |\lambda| \). Since \( \Phi \) is uniformly convex, \( D^2 \Phi \) is smoothly invertible, and \( \kappa \) is essentially a smooth function of the unit tangent, so that \( C \) is smooth.)

Proof of Proposition 2.3. Lipschitz and smooth variations are equivalent by approximation.

If the condition holds, then in particular for variations with \( dA/dt = 0 \), the first variation of \( \Phi \) equals the first variation of \( \Phi - \lambda A \) and is nonnegative, the definition of equilibrium.

Conversely, let \( C \) be in equilibrium. Let \( v_0 \) be the variation vector field of unit homothetic expansion about a convenient center. Then for \( t \) positive or negative the initial rates of change of the cost \( \Phi \) and the area \( A \) satisfy

\[
d\Phi/dt = \Phi(C) > 0, \quad dA/dt = 2A.
\]

Since \( C \) is in equilibrium, \( A \neq 0 \). Let \( \lambda = \Phi(C)/2A \), so that for \( \Phi - \lambda A \),

\[
(3) \quad \delta^1(v_0) = \delta^1(-v_0) = 0.
\]

This is the only possible choice for \( \lambda \), and \( \lambda \) is nonzero, positive if \( A \) is positive. Now given any variation \( \nu \), choose \( \alpha \) such that for \( \nu - \alpha v_0 \), \( dA/dt \) initially vanishes, so that the first variation of \( \Phi - \lambda A \) equals the first variation of \( \Phi \) alone. Then by Proposition 2.2,

\[
0 \leq \delta^1(\nu - \alpha v_0) \leq \delta^1(\nu) + \delta^1(-\alpha v_0) = \delta^1(\nu),
\]

as desired. \( \square \)

3. Wulff shape is unique equilibrium

Theorem 3.3, the main result of this paper, shows that in the plane the Wulff shape is essentially the unique equilibrium. Proposition 3.1 gives a nice characterization of distances in equilibrium curves.

3.1. Proposition. Let \( C \) be a connected, locally convex equilibrium rectifiable curve with constant curvature \( \lambda \) for a norm \( \Phi \). Consider interior points \( p_1, p_2 \) with unit tangents \( T_1, T_2 \) to supporting lines where \( \Phi \) is differentiable. Then

\[
(4) \quad \lambda(p_2 - p_1)^\perp = D\Phi(T_2) - D\Phi(T_1),
\]

where \( \perp \) denotes clockwise rotation through 90 degrees.

3.2. Remarks. If \( \lambda = 1 \) and \( \Phi \) is replaced by the associated norm \( \Psi \) on normal vectors, for a convenient choice of origin, then (4) takes the simple form

\[
(5) \quad p = D\Psi(n).
\]

The equation holds even where \( \Psi \) is not differentiable, in the sense that the edge of associated points is given by the subgradient, as follows easily from Theorem 3.3.

For the Wulff shape, (5) holds in all dimensions.

Proof of Proposition 3.1. First we consider the case that \( C \) is differentiable at \( p_1 \) and \( p_2 \). For any fixed vector \( e \), consider a variation of the form \( \nu = \varphi e \), where \( \varphi \) rises quickly and nicely from 0 to 1 in a small neighborhood of \( p_1 \) and falls quickly and nicely back to 0 in a small neighborhood of \( p_2 \). The directional derivative
$D\Phi(e)$ is continuous at $p_1$ and $p_2$ (see Definitions 2.1). In the limit, by formula 2.1(2) plus an area term, the nonnegativity of the first variation of $\Phi - \lambda A$ yields

$$0 \leq D\Phi(T_2) \cdot e - D\Phi(T_1) \cdot e - \lambda(p_2 - p_1) \cdot e.$$

Therefore, since equality holds for every $e$, \[8\] follows.

Now suppose that $C$ is not differentiable at $p_1$, so that the one-sided tangents $T_{1-}, T_{1+}$ are distinct (and $T_1$ lies in the closed interval between them). We claim that

$$D\Phi(T_{1-})(T_{1-}) = D\Phi(T_{1})(T_{1-}) \quad \text{and} \quad D\Phi(T_{1+})(T_{1+}) = D\Phi(T_{1})(T_{1+}).$$

Let $a = -D\Phi(T_1)\cdot T_{1-}$, so that $D\Phi(T_1)(a) = 0$. Since $\Phi$ is convex, a small distance beyond $p_1$, $D\Phi(T)(a) \geq 0$, with equality only if $\Phi$ is linear in between. Similarly a small distance before $p_1$, $D\Phi(T)(a) \leq 0$, with equality only if $\Phi$ is linear in between. In particular,

$$0 \geq D\Phi(T_{1-})(a) - D\Phi(T_{1+})(a)$$

with equality only if $\Phi$ is linear on the open sector from $T_{1-}$ to $T_{1+}$.

Consider a variation of the form $\varphi a$, where $\varphi$ rises quickly and nicely from 0 to 1 just before $p_1$ and falls quickly and nicely back to 0 just after $p_1$. In the limit the nonnegativity of the first variation yields

$$0 \leq D\Phi(T_{1-})(a) - D\Phi(T_{1+})(a).$$

By \[7\], $\Phi$ must be linear in the open interval from $T_{1-}$ to $T_{1+}$, so that

$$\lim_{T \to T_{1-}} D\Phi(T)(T_{1-}) = D\Phi(T)(T_{1-}), \quad \lim_{T \to T_{1+}} D\Phi(T)(T_{1+}) = D\Phi(T)(T_{1+}).$$

Now \[6\] follows from the general property of norms (Definitions 2.1) that

$$\lim_{T \to T_0} D\Phi(T)(T_0) = D\Phi(T_0)(T_0).$$

Now given any fixed vector $e$, write $e$ as a nonnegative linear combination $\alpha_1 T_{1-} + \alpha_2 T_{1+}$ of the one-sided tangents to $C$ at $p_1$. Consider a variation that changes quickly and nicely from 0 to $\alpha_1 T_{1-}$ in a small interval before $p_1$ and from $\alpha_1 T_{1-}$ to $e$ in a small interval after $p_1$. In a small neighborhood of $p_2$, it changes back to 0 as in the first or this new construction, according to whether or not $C$ is differentiable at $p_2$. In the limit, by \[6\] and \[8\], the nonnegativity of the variation and its opposite yield

$$0 = D\Phi(T_2) \cdot e - D\Phi(T_1) \cdot e - \lambda(p_2 - p_1) \cdot e,$$

and \[8\] follows. \hfill $\Box$

The following theorem is the main result of this paper.

3.3. Theorem. For any (continuous) norm on $\mathbb{R}^2$, an equilibrium closed connected curve $C$ must be a (scaled) Wulff shape with integer multiplicity.

Remarks. A curve of several components is in equilibrium if each component has the same generalized curvature $\lambda$.

Proof of Theorem 3.3. By Proposition 2.3, for some nonzero $\lambda$, the first variation of $\Phi - \lambda A$ vanishes for all Lipschitz variations. By scaling and reversing orientation if necessary, we may assume that $\lambda$ is the same as for the unit Wulff shape $W$. The curve $C$ must be locally embedded, or homothetically shrinking a small loop with
cost $\varepsilon$ and area at most $c\varepsilon^2$ (by the standard isoperimetric inequality) would have negative first variation.

Next we claim that $C$ is locally convex (turns only to the left, the side of the area bounded). Otherwise, a small embedded piece $C_0$ lies inside (to the left of) the line through its endpoints. Choose a norm-nonincreasing direction $a$ of projection onto that line, and on that piece consider the variation $\varphi a$, where $\varphi$ is distance from the line. Then initially $d\Phi/dt \leq 0$ while $dA/dt > 0$, so that the first variation of $\Phi - \lambda A$ is negative, a contradiction. To prove that $dA/dt > 0$, note that $dA/dt$ equals the flux of $\varphi a$ through $C_0$, which in turn equals minus the integral over the region between $C_0$ and the line of $\text{div}(\varphi a)$, which is positive.

Now by Proposition 3.1, except for countably many directions, the vector between points of contact with supporting lines is determined. Therefore $C$ must be the Wulff shape, possibly with multiplicity. □

3.4. Unsymmetric norms. All of the results of this paper extend to “unsymmetric norms,” without the usual hypothesis that $\Phi(-T) = \Phi(T)$. If the enclosed area is negative, the equilibrium curve is the central inversion of the Wulff shape. In the proof that an equilibrium curve is locally convex, to find the norm-nonincreasing projection onto a line, it may be necessary to add on to $\Phi$ a linear function, which does not alter the energy of a closed curve. This final argument was discovered while the author was visiting Marcos Salvai at the University of Córdoba, Argentina.
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