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Abstract. The study of Gabor bases of the form \( \{ e^{-2\pi i \langle \lambda, \cdot \rangle} g(\cdot - m) : \lambda, m \in \mathbb{Z}^n \} \) for \( L^2(\mathbb{R}^n) \) has interested many mathematicians in recent years. Alex Losevich and Steen Pedersen in 1998, Jeffery C. Lagarias, James A. Reeds and Yang Wang in 2000 independently proved that, for any fixed positive integer \( n \), \( \{ e^{-2\pi i \langle \lambda, \cdot \rangle} : \lambda \in \Lambda \} \) is an orthonormal basis for \( L^2([0, 1]^n) \) if and only if \( \{ [0, 1]^n \cap \lambda : \lambda \in \Lambda \} \) is a tiling of \( \mathbb{R}^n \). Palle E. T. Jorgensen and Steen Pedersen in 1999 gave an explicit characterization of such \( \Lambda \) for \( n = 1, 2, 3 \). Inspired by their work, this paper addresses Gabor orthonormal bases of the form \( \{ e^{-2\pi i \langle \lambda, \cdot \rangle} g(\cdot - m) : \lambda, m \in \mathbb{Z}^n \} \) for \( L^2(\mathbb{R}^n) \) and some other related problems, where \( \Lambda \) is as above. For a fixed \( n \in \{ 1, 2, 3 \} \), the generating function \( g \) of a Gabor orthonormal basis for \( L^2(\mathbb{R}^n) \) corresponding to the above \( \Lambda \) is characterized explicitly provided that \( \text{supp}(g) = [a_1, b_1] \times \cdots \times [a_n, b_n] \), which is new even if \( \Lambda = \mathbb{Z}^n \); a Shannon type sampling theorem about such \( \Lambda \) is derived when \( n = 2, 3 \); for an arbitrary positive integer \( n \), an explicit expression of the \( g \) with \( \{ e^{-2\pi i \langle \lambda, \cdot \rangle} g(\cdot - m) : \lambda, m \in \mathbb{Z}^n \} \) being an orthonormal basis for \( L^2(\mathbb{R}^n) \) is obtained under the condition that \( |\text{supp}(g)| = 1 \).

1. Introduction

Let \( n \) be a fixed positive integer. For \( x \in \mathbb{R}^n \) and \( 1 \leq i \leq n \), \( x_i \) denotes the \( i \)-th coordinate of \( x \). For a Lebesgue measurable set \( S \) in \( \mathbb{R}^n \), \( |S| \) denotes its Lebesgue measure. For a Lebesgue measurable function \( f \) on \( \mathbb{R}^n \), \( \text{supp}(f) \) denotes the closure of the set \( \{ x \in \mathbb{R}^n : f(x) \neq 0 \} \) in \( \mathbb{R}^n \). The Fourier transform \( \hat{f} \) of an \( f \in L^1(\mathbb{R}^n) \) is defined by

\[
\hat{f}(\cdot) = \int_{\mathbb{R}^n} dx f(x) e^{-2\pi i \langle x, \cdot \rangle}.
\]

Let \( Q \) be a Lebesgue measurable set in \( \mathbb{R}^n \) and \( \Lambda \) a set in \( \mathbb{R}^n \). \( Q \) is called congruent to \([0, 1]^n\) modulo \( \mathbb{Z}^n \) if \( |Q| = 1 \), and if to almost every \( x \in [0, 1]^n \) there corresponds a \( k \in \mathbb{Z}^n \) such that \( x + k \in Q \); the collection of sets \( \{ Q + \lambda : \lambda \in \Lambda \} \) is called a tiling of \( \mathbb{R}^n \) if

\[
\bigcup_{\lambda \in \Lambda} (Q + \lambda) = \mathbb{R}^n \quad \text{up to a set of measure} \ 0 \ \text{and} \ |(Q + \lambda_1) \cap (Q + \lambda_2)| = 0
\]

for any two distinct \( \lambda_1, \lambda_2 \in \Lambda \).
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**Proposition 1.1 (Theorem 1.1, Theorem 1.1).** Let $n$ be a fixed positive integer, and $\Lambda$ a set in $\mathbb{R}^n$. Then $\{e^{-2\pi i (\lambda, \cdot)} : \lambda \in \Lambda\}$ is an orthonormal basis for $L^2([0, 1]^n)$ if and only if $\{[0, 1]^n + \lambda : \lambda \in \Lambda\}$ is a tiling of $\mathbb{R}^n$.

This proposition is significant because it reduces the construction of exponential orthonormal bases for $L^2([0, 1]^n)$ to that of tilings of $\mathbb{R}^n$. In 1930, Keller proved in [3] that

**Proposition 1.2.** Let $n$ be a fixed positive integer, and $\{[0, 1]^n + \lambda : \lambda \in \Lambda\}$ a tiling of $\mathbb{R}^n$. Then each pair of distinct $\lambda, \lambda' \in \Lambda$ has

$$\lambda_i - \lambda'_i \in \mathbb{Z} \setminus 0 \quad \text{for some } i, \ 1 \leq i \leq n.$$

Put $n = 1$. Then Proposition 1.1 and Proposition 1.2 yield that

**Proposition 1.3.** $\{e^{-2\pi i (\lambda, \cdot)} : \lambda \in \Lambda\}$ is an orthonormal basis for $L^2([0, 1])$ if and only if $\Lambda = \mathbb{Z} + x_0$ for some $x_0 \in \mathbb{R}$.

Proposition 1.3 shows that exponential orthonormal bases for $L^2([0, 1])$ are essentially only of the form $\{e^{-2\pi i (\lambda, \cdot)} : \lambda \in \mathbb{Z}\}$ up to a factor of a unimodular Lebesgue measurable function, which was also given without detailed proof in [2]. But they are complicated in high dimensions since there are many exotic cube tilings at that time ([4]). By [2] Theorem 5 and Theorem 6 and a careful investigation of their proofs, we have

**Proposition 1.4.** $\{e^{-2\pi i (\lambda, \cdot)} : \lambda \in \Lambda\}$ is an orthonormal basis for $L^2([0, 1]^2)$ if and only if

$$\Lambda = \{(\alpha + k_1, \beta(k_1) + k_2)^T : k_1, k_2 \in \mathbb{Z}\} \quad \text{or} \quad \{(\beta(k_2) + k_1, \alpha + k_2)^T : k_1, k_2 \in \mathbb{Z}\}$$

for some $\alpha \in \mathbb{R}$ and some sequence $\beta$ of real numbers on $\mathbb{Z}$.

**Proposition 1.5.** $\{e^{-2\pi i (\lambda, \cdot)} : \lambda \in \Lambda\}$ is an orthonormal basis for $L^2([0, 1]^3)$ if and only if, up to a possible translation by a single vector and a possible permutation of coordinates,

$$\Lambda = \{(a, \alpha_0(a) + k_2, \alpha_1(a, k_2) + k_3)^T : a \in A, k_2, k_3 \in \mathbb{Z}\}$$

or

$$\Lambda = \{(b, \beta_0(b) + k_2, \beta_1(b) + k_3)^T : b \in B, k_2, k_3 \in \mathbb{Z}\},$$

where $A$ and $B$ are such that $A \cap B = 0$ and $A \cup B = \mathbb{Z}$ (one possibly empty), $\alpha_0, \beta_0, \alpha_1$ and $\beta_1$ are real functions defined on $A$, $B$, $A \times \mathbb{Z}$ and $B \times \mathbb{Z}$, respectively.

**Definition 1.1.** Let $g \in L^2(\mathbb{R}^n)$ and $\Lambda \subset \mathbb{R}^n$. $\{e^{-2\pi i (\lambda, \cdot)} g(\cdot - m) : \lambda \in \Lambda, m \in \mathbb{Z}^n\}$ is called a Gabor orthonormal basis for $L^2(\mathbb{R}^n)$ if it is an orthonormal basis for $L^2(\mathbb{R}^n)$.

In this paper, the generating function $g$ of a Gabor orthonormal basis for $L^2(\mathbb{R}^n)$ corresponding to an orthonormal basis $\{e^{-2\pi i (\lambda, \cdot)} : \lambda \in \Lambda\}$ for $L^2([0, 1]^n)$ (n = 1, 2, 3) is characterized explicitly provided that $\text{supp}(g) = [a_1, b_1] \times \cdots \times [a_n, b_n]$, which is new even if $\Lambda = \mathbb{Z}^n$; a corresponding Shannon type sampling theorem about such $\Lambda$ is derived; for an arbitrary positive integer $n$, an explicit expression of the $g$ with $\{e^{-2\pi i (\lambda, \cdot)} g(\cdot - m) : \lambda, m \in \mathbb{Z}^n\}$ being a Gabor orthonormal basis for $L^2(\mathbb{R}^n)$ is obtained under the condition that $|\text{supp}(g)| = 1$. The other related results of Gabor bases can be found in [3-15], [19] and [20]. Our main results can be stated as follows.
Theorem 1.2. Let $n \in \{1, 2, \ldots\}$ and let $\{e_{2n-1}, e_{2n}\} \subseteq \mathbb{A}$ be an orthonormal basis for $L^2(0, 1)^n$. Then, for $g \in L^2(\mathbb{R}^n)$ satisfying \( \text{supp}(g) = [a_1, b_1] \times \cdots \times [a_n, b_n] \subseteq \mathbb{R}^n \) and only if \( g \in L^2(\mathbb{R}^n) \), we have the following corollary:

- When $n = 1$, the one-dimensional Shannon Theorem is well known, which can also be found in [11].
- Theorem 1.2 can be regarded as the two- and three-dimensional Shannon Theorem. This theorem can be proved using the two-dimensional Gabor function $g_2(x) = \sin(\pi x_1 + \pi x_2)$ for $x \in \mathbb{R}^2$ and $g_2(x) = \sin(\pi x_1 + \pi x_2)$ for $x \in \mathbb{Z}^2$.

Remark 1.3. Let $\alpha \in \mathbb{R}$ and let $\lambda$ be a sequence of real numbers defined on $\mathbb{Z}$. Then, in the sense of pointwise convergence, the following holds:

Let $\lambda \in L^2(0, 1)^n$ if $n > 1$.
This paper is organized as follows. In Section 2, some auxiliary lemmas are obtained; in Section 3, the proofs of the theorems are given.

2. Some auxiliary lemmas

Lemma 2.1. Let $n$ be a fixed positive integer, and $Q$ a Lebesgue measurable set in $\mathbb{R}^n$ such that $\bigcup_{k \in \mathbb{Z}^n} (Q + k) = \mathbb{R}^n$ up to a set of measure 0. Then $|Q| \geq 1$.

Proof. It is obvious that

$$|Q| = \int_{\mathbb{R}^n} dx \chi_Q(x) \sum_{k \in \mathbb{Z}^n} \chi_{[0,1]^n}(x + k)$$

$$= \sum_{k \in \mathbb{Z}^n} \int_{\mathbb{R}^n} dx \chi_Q(x) \chi_{[0,1]^n}(x + k)$$

$$= \sum_{k \in \mathbb{Z}^n} \int_{\mathbb{R}^n} dx \chi_Q(x - k) \chi_{[0,1]^n}(x)$$

$$= \int_{\mathbb{R}^n} dx \chi_{[0,1]^n}(x) \sum_{k \in \mathbb{Z}^n} \chi_Q(x - k).$$

Noting that $\sum_{k \in \mathbb{Z}^n} \chi_Q(x - k) \geq 1$ a.e. on $\mathbb{R}^n$ since $\bigcup_{k \in \mathbb{Z}^n} (Q + k) = \mathbb{R}^n$ up to a set of measure 0, we have $|Q| \geq 1$. The proof is completed.

Lemma 2.2. Let $n$ be a fixed positive integer, $a_i, b_i \in \mathbb{R}$, $a_i < b_i$ for $i = 1, 2, \ldots, n$, and $Q = [a_1, b_1] \times \cdots \times [a_n, b_n]$. Then $\{Q + k : k \in \mathbb{Z}^n\}$ is a tiling of $\mathbb{R}^n$ if and only if $Q = [0, 1]^n$ up to a set of measure 0.

Proof. Sufficiency is obvious. Necessity is reduced to $b_1 - a_1 = b_2 - a_2 = \cdots = b_n - a_n = 1$. We show it by contradiction. Without loss of generality, we assume that $b_1 - a_1 \neq 1$. Then $\{x \in \mathbb{R}^n : b_i - x_i < a_i + 1\} \subset \mathbb{R}^n \setminus \bigcup_{k \in \mathbb{Z}^n} (Q + k)$ if $b_1 - a_1 < 1$, and $|Q \cap (Q + (1, 0, \ldots, 0)^T)| > 0$ if $b_1 - a_1 > 1$. This contradicts the fact that $\{Q + k : k \in \mathbb{Z}^n\}$ is a tiling of $\mathbb{R}^n$. The proof is completed.

Lemma 2.3. Let $n$ be a fixed positive integer, and $Q$ a Lebesgue measurable set in $\mathbb{R}^n$. Then $\{Q + k : k \in \mathbb{Z}^n\}$ is a tiling of $\mathbb{R}^n$ if and only if $Q$ is congruent to $[0, 1]^n$ modulo $\mathbb{Z}^n$.

Proof. Necessity. We have $|Q| = 1$ by [17], Lemma 1. This together with the definition of tiling finishes the proof of the necessity.

Sufficiency. By [17] Lemma 1, it suffices to show that $\bigcup_{k \in \mathbb{Z}^n} (Q + k) = \mathbb{R}^n$ up to a set of measure 0. To almost every $x \in \mathbb{R}^n$ there corresponds an $l \in \mathbb{Z}^n$ such that $x - l \in [0, 1]^n$, and thus $x - l + m \in Q$ for some $m \in \mathbb{Z}^n$ since $Q$ is congruent to $[0, 1]^n$ modulo $\mathbb{Z}^n$, which finishes the proof of the sufficiency.

Lemma 2.4. Let $n \in \{1, 2, 3\}$, let $\{e^{-2\pi i \lambda \cdot} : \lambda \in \Lambda\}$ be an orthonormal basis for $L^2([0, 1]^n)$, let $f \in L^1([0, 1]^n)$, and let $\int_{[0,1]^n} dx f(x) e^{2\pi i \lambda \cdot} = 0$ for $\lambda \in \Lambda$. Then $f(\cdot) = 0$ a.e. on $[0, 1]^n$.

Proof. The lemma is trivial for $n = 1$ by [19] Theorem 2.4.1. In what follows, we only prove the lemma for $n = 2$, and the case of $n = 3$ can be proved analogously. By Proposition 1.4, without loss of generality, we assume that

$$\Lambda = \{ (\alpha + k_1, \beta(k_1) + k_2)^T : k_1, k_2 \in \mathbb{Z} \}$$
for some $\alpha \in \mathbb{R}$ and some sequence $\beta$ of real numbers on $\mathbb{Z}$. Then
\[
\int_{[0, 1]} dx_2 e^{2\pi i k_2 x_2} e^{2\pi i \beta(k_1) x_2} \int_{[0, 1]} dx_1 e^{2\pi i (k_1 + \alpha) x_1} f(x_1, x_2)
= \int_{[0, 1]^2} dx_1 dx_2 f(x_1, x_2) e^{2\pi i [(k_1 + \alpha)x_1 + (\beta(k_1) + k_2) x_2]}
= 0
\]
for $k_2 \in \mathbb{Z}$ and any fixed $k_1 \in \mathbb{Z}$. It follows from [16, Theorem 2.4.1] that
\[
\int_{[0, 1]} dx_1 e^{2\pi i (k_1 + \alpha) x_1} f(x_1, x_2) = 0
\]
for almost all $x_2 \in [0, 1]$ and any fixed $k_1 \in \mathbb{Z}$. Applying [16] Theorem 2.4.1 again gives $e^{2\pi i \alpha x_1} f(x_1, x_2) = 0$ a.e. on $[0, 1]^2$, which implies $f(\cdot) = 0$ a.e. on $[0, 1]^2$. The proof is completed.

**Remark 2.1.** It is unresolved whether the conclusion of this lemma holds when $n > 3$ since there are many exotic index sets $\Lambda$ at this time (17).

**Lemma 2.6.** Let $n$ be a fixed positive integer, $g \in L^2(\mathbb{R}^n)$, and $\{ e^{-2\pi i (\lambda \cdot) g(\cdot - m) : \lambda \in \Lambda, m \in \mathbb{Z}^n \}$ complete in $L^2(\mathbb{R}^n)$. Then $\bigcup_{m \in \mathbb{Z}^n} \{ \text{supp}(g) + m \} = \mathbb{R}^n$ up to a set of measure 0.

**Proof.** By contradiction. Otherwise, there exists a set $S$ of positive finite measure such that $|S \cap \{ \text{supp}(g) + m \}| = 0$ for $m \in \mathbb{Z}^n$. It follows that
\[
\int_{\mathbb{R}^n} dx \chi_S(x) e^{2\pi i (\lambda \cdot) g(x - m)} = 0 \text{ for } m \in \mathbb{Z}^n,
\]
which is a contradiction. The proof is completed.

**Lemma 2.7.** Let $n$ be a positive integer, and $Q$ congruent to $[0, 1]^n$ modulo $\mathbb{Z}^n$. Then $\{ e^{-2\pi i (\lambda \cdot) : \lambda \in \mathbb{Z}^n \}$ is an orthonormal basis for $L^2(Q)$.

**Proof.** Define $I_Q = \{ \lambda \in \mathbb{Z}^n : \lambda + x \in Q \text{ for some } x \in [0, 1]^n \}$. Then $I_Q$ is an at most countable set. Write $I_Q = \{ \lambda_1, \lambda_2, \cdots, \lambda_j, \cdots \}$. Define $S_j = \{ x \in [0, 1]^n : \lambda_j + x \in [0, 1]^n \}$, and $Q_j = S_j + \lambda_j$ for $\lambda_j \in I_Q$. Then, for $\lambda \in \mathbb{Z}^n$,
\[
\int_Q dx e^{-2\pi i (\lambda \cdot x)}
= \int_{\bigcup_j Q_j} dx e^{-2\pi i (\lambda \cdot x)}
= \sum_j \int_{S_j + \lambda_j} dx e^{-2\pi i (\lambda \cdot x)}
= \sum_j \int_{S_j} dx e^{-2\pi i (\lambda \cdot x)}
= \int_{[0, 1]^n} dx e^{-2\pi i (\lambda \cdot x)}
= \delta_{\lambda, 0}.
\]
Note that $|Q| = 1$. It follows that $\{ e^{-2\pi i (\lambda \cdot) : \lambda \in \mathbb{Z}^n \}$ is an orthonormal system for $L^2(Q)$. In what follows, we show its completeness.
Suppose \( \int_Q df(x)e^{2\pi i \langle \lambda, x \rangle} = 0 \) for all \( \lambda \in \mathbb{Z}^n \) and some \( f \in L^2(Q) \). Applying Lebesgue’s Dominated Convergence Theorem, we have

\[
\int_Q df(x)e^{2\pi i \langle \lambda, x \rangle} = \sum_j \int_{S_j + \lambda_j} df(x)e^{2\pi i \langle \lambda, x \rangle} = \sum_j \int_{[0, 1]^n} df(x + \lambda_j)\chi_{S_j}(x)e^{2\pi i \langle \lambda, x \rangle} = \int_{[0, 1]^n} dx \left( \sum_j f(x + \lambda_j)\chi_{S_j}(x) \right)e^{2\pi i \langle \lambda, x \rangle}.
\]

So \( \int_{[0, 1]^n} dx \left( \sum_j f(x + \lambda_j)\chi_{S_j}(x) \right)e^{2\pi i \langle \lambda, x \rangle} = 0 \) for \( \lambda \in \mathbb{Z}^n \). Applying [16] Theorem 2.4.1 it follows that \( \sum_j f(\cdot + \lambda_j)\chi_{S_j}(\cdot) = 0 \) a.e. on \([0, 1]^n\), which implies \( f(\cdot) = 0 \) a.e. on \( Q \) by the definition of \( S_j \) and \( Q_j \). The completeness is proved.

3. PROOF OF THE THEOREMS

Proof of Theorem 1.1. We only prove the theorem for \( n = 2 \), since the other two cases can be proved similarly. First we divide the proof into two steps to prove the necessity.

Step 1. \( \text{supp}(g) = [0, 1]^2 + \tilde{x} \) for some \( \tilde{x} \in \mathbb{R}^n \).

It suffices to show that \( \{ [0, 1]^2 + m : m \in \mathbb{Z}^2 \} \) is a tiling of \( \mathbb{R}^2 \) by Lemma 2.2. Applying Lemma 2.5 leads to \( \bigcup_{m \in \mathbb{Z}^2}[\text{supp}(g) + m] = \mathbb{R}^2 \) up to a set of measure 0, and thus \( |\text{supp}(g)| \geq 1 \) by Lemma 2.1. So, by [16] Lemma 1, it is enough to show that \( |\text{supp}(g)| = 1 \). Now we show it by contradiction. Suppose \( |\text{supp}(g)| > 1 \). Then there exists some \( 0 \neq l \in \mathbb{Z}^2 \) such that \( 0 < b_i - a_i - l_i \leq 1 \) for \( b_i - a_i > 1 \), and \( l_i = 0 \) for \( b_i - a_i \leq 1 \). It follows that

\[
|\text{supp}(g) \cap [\text{supp}(g) - l]| > 0.
\]

By Proposition 1.4, without loss of generality, we assume that

\[
\Lambda = \{ (\alpha + k_1, \beta(k_1) + k_2)^T : k_1, k_2 \in \mathbb{Z} \}
\]

for some \( \alpha \in \mathbb{R} \) and some sequence \( \beta \) of real numbers on \( \mathbb{Z} \). Write \( G(\cdot) = \overline{g(\cdot + l)} \).

By the orthogonality of \( \{ e^{-2\pi i \langle \lambda, \cdot \rangle}g(\cdot - m) : \lambda \in \Lambda, m \in \mathbb{Z}^2 \} \), for \( k \in \mathbb{Z}^2 \),

\[
\int_{[0, 1]^2} e^{-2\pi i \langle \left( k_2 + \beta(k_1) + k_2 \right), x \rangle}G(x) = \int_{[0, 1]^2} e^{-2\pi i \langle \left( k_2 + \beta(k_1) + k_2 \right), x \rangle}g(x + l)e^{-2\pi i \langle \beta(k_1), x \rangle}g(x) = 0.
\]

By Proposition 1.4, \( \{ e^{-2\pi i \langle \left( k_2 + \beta(k_1) - \beta(0) \right), \cdot \rangle} : k_1, k_2 \in \mathbb{Z} \} \) is an orthonormal basis for \( L^2([0, 1]^2) \). Note that \( \text{supp}(G) \subset [0, 1]^2 \). From this, together with Lemma 2.4, it follows that \( G(\cdot) = 0 \) a.e. on \( \mathbb{R}^2 \), which contradicts (3.1).

Step 2. \( g(\cdot) = h(\cdot)\chi_{[0, 1]^n + \tilde{x}}(\cdot) \) for some unimodular Lebesgue measurable function \( h \) on \( \mathbb{R}^2 \).
From the orthogonality of \( \{ e^{-2\pi i(\lambda, \cdot)} g(\cdot - m) : \lambda \in \Lambda, m \in \mathbb{Z}^2 \} \) and Step 1, it follows that 
\[
\int_{[0, 1]^2 + \tilde{x}} |g(x)|^2 = 1, \\
\int_{[0, 1]^2 + \tilde{x}} e^{-2\pi i\langle (k_2 + \beta(k_1) - \beta(\tilde{0}), x) | g(x) \rangle \cdot 2}
= \int_{\mathbb{R}^2} e^{-2\pi i\langle (k_2 + \beta(k_1), x) | g(x) \rangle} e^{-2\pi i\langle (\beta(\tilde{0}), x) | g(x) \rangle} \\
= 0
\]
for \( 0 \neq k \in \mathbb{Z}^2 \), and thus 
\[
\int_{[0, 1]^2 + \tilde{x}} e^{-2\pi i\langle (k_2 + \beta(k_1) - \beta(\tilde{0}), x) | g(x) \rangle \cdot 2}
= \int_{\mathbb{R}^2} e^{-2\pi i\langle (k_2 + \beta(k_1), x) | g(x) \rangle} e^{-2\pi i\langle (\beta(\tilde{0}), x) | g(x) \rangle} \\
= 0
\]
for \( k \in \mathbb{Z}^2 \). Note that \( \{ e_k(\cdot) = e^{-2\pi i\langle (k_2 + \beta(k_1), x) | \cdot \rangle} : k_1, k_2 \in \mathbb{Z} \} \) is an orthonormal basis for \( L^2([0, 1]^2 + \tilde{x}) \) by Step 1. It is also an orthonormal basis for \( L^2([0, 1]^2 + \tilde{x}) \). So \( |g(\cdot)| = 1 \) a.e. on \([0, 1]^2 + \tilde{x}\), which together with Step 1 leads to \( |g(\cdot)| = \tilde{\chi}_{[0, 1]^2 + \tilde{x}}(\cdot) \) a.e. on \( \mathbb{R}^2 \). Define 
\[
h(x) = \begin{cases} 
\frac{g(x)}{|g(x)|} & \text{if } g(x) \neq 0, \\
1 & \text{if } g(x) = 0.
\end{cases}
\]

Then \( g(\cdot) = h(\cdot) \tilde{\chi}_{[0, 1]^2 + \tilde{x}}(\cdot) \), and \( h \) is as desired.

Now we prove the sufficiency. Note that \( \{ e^{-2\pi i(\lambda, \cdot)} : \lambda \in \Lambda \} \) is also an orthonormal system in \( L^2(\mathbb{R}^2) \). So it suffices to show its completeness in \( L^2(\mathbb{R}^2) \). Suppose there is an \( f \in L^2(\mathbb{R}^2) \) such that 
\[
\int_{\mathbb{R}^2} f(x)e^{2\pi i(\lambda, x)}g(x - m) = 0
\]
for \( \lambda \in \Lambda \) and \( m \in \mathbb{Z}^2 \). Then, for an arbitrarily fixed \( m \in \mathbb{Z}^2 \),
\[
\int_{[0, 1]^2 + \tilde{x}} f(x + m)\overline{h(x)} e^{2\pi i(\lambda, x + m)} = 0
\]
for \( \lambda \in \Lambda \). Note that \( \{ e^{-2\pi i(\lambda, \cdot + m)} : \lambda \in \Lambda \} \) is an orthonormal basis for \( L^2([0, 1]^2 + \tilde{x}) \). It follows that \( f(\cdot + m)\overline{h(\cdot)} = 0 \), and thus \( f(\cdot + m) = 0 \) a.e. on \([0, 1]^2 + \tilde{x}\) for \( m \in \mathbb{Z}^2 \), which implies \( f(\cdot) = 0 \) a.e. on \( \mathbb{R}^2 \). The completeness is proved.

**Proof of Theorem 1.2.** We only prove (1), and (2) can be proved similarly. Suppose \( f \) is a continuous function satisfying \( f \in L^2(\mathbb{R}^2) \) and \( \text{supp}(\hat{f}) \subset [-\frac{1}{2}, \frac{1}{2}]^2 \). We claim that
\[
f(\cdot) = \int_{\mathbb{R}^2} d\xi e^{2\pi i(\cdot, \xi)} \hat{f}(\xi) \quad \text{on } \mathbb{R}^2 \text{ in the pointwise sense.}
\]
Indeed, the equation holds a.e. on \( \mathbb{R}^2 \) since \( f \in L^2(\mathbb{R}^2) \). Note that the right side in the equation is an entire function on \( \mathbb{R}^2 \) since \( \text{supp}(\hat{f}) \subset [-\frac{1}{2}, \frac{1}{2}]^2 \), and that \( f \) is continuous on \( \mathbb{R}^2 \). Equation (3.2) follows.

By Theorem 1.1, \( \{ e_k(\cdot) = e^{-2\pi i(\lambda_k, \cdot)} : k \in \mathbb{Z}^2 \} \) is an orthonormal basis for \( L^2([0, 1]^2) \), and thus for \( L^2([-\frac{1}{2}, \frac{1}{2}]^2) \). It follows that, on \([-\frac{1}{2}, \frac{1}{2}]^2 \),
\[
\hat{f}(\cdot) = \sum_{k \in \mathbb{Z}^2} \langle \hat{f}, e_k \rangle e_k(\cdot)
\]
in the $L^2([-\frac{1}{2}, \frac{1}{2}]^2)$ sense, and thus in the $L^1([-\frac{1}{2}, \frac{1}{2}]^2)$ sense. Note that $\text{supp}(\hat{f}) \subset [-\frac{1}{2}, \frac{1}{2}]^2$. This together with (3.2) leads to
\[
\int_{\mathbb{R}^2} d\xi e^{2\pi i(x, \xi)} \hat{f}(\xi) = \int_{[-\frac{1}{2}, \frac{1}{2}]^2} d\xi e^{2\pi i(x, \xi)} \sum_{k \in \mathbb{Z}^2} f(\lambda_k) e_k(\xi) = \sum_{k \in \mathbb{Z}^2} f(\lambda_k) \int_{[-\frac{1}{2}, \frac{1}{2}]^2} d\xi e^{2\pi i(x, \xi)} e_k(\xi) = \sum_{k \in \mathbb{Z}^2} f(\lambda_k) \sin \pi (x_1 - k_1 - \alpha) \sin \pi (x_2 - k_2 - \beta(k_1)) \pi^2 (x_1 - k_1 - \alpha)(x_2 - k_2 - \beta(k_1))
\]
for $x \in \mathbb{R}^2$. The proof is completed.

**Proof of Theorem 1.3.** Necessity. By the same procedure as that of Theorem 1.1, we can show that \{ $Q + m : m \in \mathbb{Z}^n$ \} is a tiling, and thus $Q$ is congruent to $[0, 1]^n$ modulo $\mathbb{Z}^n$ by Lemma 2.3, where $Q = \text{supp}(g)$. Define $\lambda_j$, $S_j$ and $Q_j$ as in Lemma 2.6. The orthonormality of \{ $e^{-2\pi i(\lambda, \cdot)} g(\cdot - m) : \lambda \in \Lambda, m \in \mathbb{Z}^n$ \} shows $\int_Q dx |g(x)|^2 e^{2\pi i(\lambda, x)} = \int_{\mathbb{R}^n} dx g(x) e^{-2\pi i(\lambda, x)} g(x) = 0$ for $0 \neq \lambda \in \mathbb{Z}^n$, and $\int_Q dx |g(x)|^2 = \int_{\mathbb{R}^n} dx |g(x)|^2 = 1$. From this, together with Lemma 2.6, it follows that
\[
\int_{[0, 1]^n} dx \left( \sum_j |g(x + \lambda_j)|^2 \chi_{S_j}(x) - 1 \right) e^{2\pi i(\lambda, x)} = \int_{\mathbb{R}^n} dx |g(x)|^2 e^{2\pi i(\lambda, x)} = 0
\]
for $\lambda \in \mathbb{Z}^n$. Applying [13, Theorem 2.4.1] leads to $\sum_j |g(\cdot + \lambda_j)|^2 \chi_{S_j}(\cdot) = 1$ a.e. on $[0, 1]^n$. So $|g(\cdot)| = \chi_Q(\cdot)$ by the definition of $Q_j$, $S_j$ and $Q_j$. Define
\[
h(x) = \begin{cases} \frac{g(x)}{|g(x)|}, & \text{if } g(x) \neq 0, \\ 1, & \text{if } g(x) = 0. \end{cases}
\]
Then $g(\cdot) = h(\cdot) \chi_Q(\cdot)$, and $h$ is as desired.

Sufficiency. It is obvious that, for $\lambda, \lambda', m, m' \in \mathbb{Z}^n$,
\[
I(\lambda, m; \lambda', m') = \int_{\mathbb{R}^n} dx e^{-2\pi i(\lambda, x)} g(x - m) e^{-2\pi i(\lambda', x)} g(x - m') = \int_{(Q + m) \cap (Q + m')} dx e^{-2\pi i(\lambda - \lambda', x)} h(x - m) h(x - m').
\]
If $m \neq m'$, then $|(Q + m) \cap (Q + m')| = 0$ by Lemma 2.3, and thus $I(\lambda, m; \lambda', m') = 0$. If $m = m'$, then, by Lemma 2.6,
\[
I(\lambda, m; \lambda', m') = \int_{Q + m} dx e^{-2\pi i(\lambda - \lambda', x)} = \int_Q dx e^{-2\pi i(\lambda - \lambda', x)} = \delta_{\lambda, \lambda'}.
\]
So \( I(\lambda, m; \lambda', m') = \delta_{\lambda, \lambda'} \delta_{m, m'} \) for \( \lambda, \lambda', m, m' \in \mathbb{Z}^n \). It then follows that 
\[ \{ e^{-2\pi i \langle \lambda, \cdot \rangle} g(\cdot - m) : \lambda \in \Lambda, m \in \mathbb{Z}^n \} \] 
is an orthonormal system in \( L^2(\mathbb{R}^n) \). Now we prove its completeness. Suppose there is an \( f \in L^2(\mathbb{R}^n) \) such that 
\[ \int_{\mathbb{R}^n} f(x)e^{2\pi i \langle \lambda, x \rangle} g(x - m) = 0 \]
for \( \lambda, m \in \mathbb{Z}^n \). It is easy to check that this is equivalent to 
\[ \int_{Q} f(x+m) \overline{h(x)} e^{2\pi i \langle \lambda, x \rangle} = 0 \]
for \( \lambda, m \in \mathbb{Z}^n \). Applying Lemma 2.6, we have \( f(\cdot + m) = 0 \) a.e. on \( Q \) for \( m \in \mathbb{Z}^n \). Note that \( \bigcup_{m \in \mathbb{Z}^n} (Q + m) = \mathbb{R}^n \) up to a set of measure 0 by Lemma 2.3. It follows that \( f(\cdot) = 0 \) a.e. on \( \mathbb{R}^n \), which finishes the proof of the completeness.
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