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Abstract. In this note, we extend the definition of Margulis’ signed Lorentzian displacement to parabolic transformations in $SO(2,1) \rtimes \mathbb{R}^2$. We show that the standard propositions about the “sign” of the transformations all hold true for parabolic elements also. In particular, we show that Margulis’ opposite sign lemma holds.

1. Introduction

Margulis [5, 6] proved the existence of free groups of affine transformations that act properly discontinuously on $\mathbb{R}^3$. This surprising discovery answered in the negative a question posed by Milnor [8]: Is an affine group that acts properly discontinuously on $\mathbb{R}^n$ virtually solvable?

Fried and Goldman [4] show that if an affine group acting properly on $\mathbb{R}^3$ is not virtually solvable, its linear part must preserve a metric of signature $(2,1)$. On the other hand, Mess [7] shows that the fundamental group of a closed surface cannot act properly discontinuously on $\mathbb{R}^3$. Thus the only remaining possibilities are free groups generated by hyperbolic or parabolic transformations.

Margulis’ counterexamples are free, discrete groups whose linear parts are purely hyperbolic. He suggested that one could not get a free group containing parabolics to act properly discontinuously on $\mathbb{R}^3$, unless of course it is cyclic. However, as is shown in [1], any free, discrete group of isometries of the hyperbolic plane admits an affine deformation that acts properly discontinuously on $\mathbb{R}^3$, preserving an affine $(2+1)$-spacetime structure.

These findings were made possible by engineering fundamental domains for these actions, bounded by objects called crooked planes, which are studied extensively in, for example, [3]. This approach diverges from Margulis’ original study of the signed Lorentzian displacement associated to an affine hyperbolic transformation, also referred to in the literature as the Margulis invariant.

Here we extend the Margulis invariant to parabolic transformations and generalize the ground breaking results of Margulis to groups which contain these transformations. This effort may be viewed in the context of an ongoing program to better understand these non-amenable actions; in particular, we aim to understand the relationship between the existence of crooked fundamental domains and the behavior of the Margulis invariant in a group.
Section 2 presents basic definitions and a brief survey of Margulis’ work, focusing on those results we will generalize. In Section 3 we extend the Margulis invariant to parabolic transformations. In Section 4, we generalize the results given in Section 2 using the extended Margulis invariant. In particular, we show that if the signs of the new invariant for a hyperbolic and parabolic transformation are opposite, then the group they generate cannot possibly act properly discontinuously on \( \mathbb{R}^{2,1} \).

2. Background

2.1. Geometry. Let \( \mathbb{A}^{2,1} \) denote a three-dimensional affine space with the following additional structure. Its associated vector space of directions \( \mathbb{R}^{2,1} = \{ p - q \mid p, q \in \mathbb{A}^{2,1} \} \), which is isomorphic to \( \mathbb{R}^3 \) as a vector space, is endowed with the standard Lorentzian scalar product
\[
B(x, y) = x_1 y_1 + x_2 y_2 - x_3 y_3,
\]
where \( x = [x_1, x_2, x_3]^T \), \( y = [y_1, y_2, y_3]^T \in \mathbb{R}^3 \). Thus, \( \mathbb{A}^{2,1} \) is a Minkowski \((2 + 1)\)-spacetime.

A non-zero vector \( x \) is said to be null (resp. timelike, spacelike) if \( B(x, x) = 0 \) (resp. \( B(x, x) < 0 \), \( B(x, x) > 0 \)). A null vector is future-pointing if its third coordinate is positive – this corresponds to choosing a connected component of the set of timelike vectors, or a time-orientation.

The Lorentzian cross-product is the unique bilinear map
\[
\boxtimes: \mathbb{R}^{2,1} \times \mathbb{R}^{2,1} \rightarrow \mathbb{R}^{2,1}
\]
such that \( B(u, v \boxtimes w) = \text{Det}(I_{2,1} [u \quad v \quad w]) \), where \( I_{2,1} \) is the Gramm matrix for the standard Lorentzian scalar product, relative to the standard basis
\[
I_{2,1} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{bmatrix}.
\]

Let \( \text{Aff}(\mathbb{A}^{2,1}) \) denote the group of all affine transformations that preserve the Lorentzian scalar product on the space of directions; \( \text{Aff}(\mathbb{A}^{2,1}) \) is isomorphic to \( \text{O}(2,1) \ltimes \mathbb{R}^{2,1} \). We shall restrict our attention to those transformations whose linear parts are in \( \text{SO}(2,1)^0 \), thus preserving orientation and time orientation.

Denote projection onto the linear part of an affine transformation by
\[
L : \text{Aff}(\mathbb{A}^{2,1}) \rightarrow \text{O}(2,1).
\]
The isomorphism between \( \text{SO}(2,1)^0 \) and \( \text{Isom}(\mathbb{H}^2) \) gives rise to the following terminology.

**Definition 2.1.** Let \( g \in \text{SO}(2,1)^0 \) be a nonidentity element. Then
- \( g \) is hyperbolic if it has three, distinct real eigenvalues;
- \( g \) is parabolic if its only eigenvalue is 1.

We also call \( \gamma \in \text{Aff}(\mathbb{A}^{2,1}) \) hyperbolic (resp. parabolic) if its linear part \( L(\gamma) \) is hyperbolic (resp. parabolic).

Note that we do not consider pure translations to be either hyperbolic or parabolic, since their linear part is the identity.

The set of hyperbolic transformations in \( \text{Aff}(\mathbb{A}^{2,1}) \) will be denoted by \( \mathcal{H} \) and the set of parabolic transformations by \( \mathcal{P} \).
2.2. **Results for hyperbolic transformations.** Suppose \( g \in \SO(2,1)^0 \) is hyperbolic; its eigenvalues are \( \lambda, 1/\lambda \) for some \( 0 < \lambda < 1 \). Associated to \( g \) is a null frame

\[
\{x^0(g), x^-(g), x^+(g)\},
\]

where \( x^-(g) \) (resp. \( x^+(g) \)) is a null, future-pointing \( \lambda \)-eigenvector (resp. a \( 1/\lambda \)-eigenvector), chosen to be of unit Euclidean length, and \( x^0(g) \) is the unique 1-eigenvector such that \( B(x^0(g), x^0(g)) = 1 \) and \( \{x^0(g), x^-(g), x^+(g)\} \) is positively oriented. If \( \gamma \in \mathcal{H} \), we write

\[
\{x^0(\gamma), x^-(\gamma), x^+(\gamma)\} := \{x^0(L(\gamma)), x^-(L(\gamma)), x^+(L(\gamma))\}.
\]

Every hyperbolic \( \gamma \) admits a \( \gamma \)-invariant line \( C_\gamma \) which is parallel to \( x^0(\gamma) \). The transformation \( \gamma \) acts by translation on \( C_\gamma \). On the subset \( \mathcal{H} \subset \Aff(A^{2,1}) \) of hyperbolic elements, we define the **signed Lorentzian displacement** of \( \gamma \) to be the function

\[
\alpha : \mathcal{H} \to \mathbb{R}
\]

such that

\[
(1) \quad \alpha(\gamma) = B(\gamma(x) - x, x^0(\gamma)),
\]

for any \( x \in C_\gamma \).

The action on \( C_\gamma \) is given by

\[
\gamma(x) = x + \alpha(\gamma)x^0(\gamma),
\]

for every \( x \in C_\gamma \).

The proof of the next lemma is straightforward and, furthermore, analogous to that of Lemma 3.2

**Lemma 2.2.** Suppose \( \gamma \in \mathcal{H} \). Then

1. for any \( x \in A^{2,1} \), \( B(\gamma(x) - x, x^0(\gamma)) = \alpha(\gamma) \);
2. \( \alpha(\gamma) \neq 0 \) if and only if \( \gamma \) acts freely;
3. for any \( \eta \in \Aff(A^{2,1}) \), \( \alpha(\eta \gamma \eta^{-1}) = \alpha(\gamma) \);
4. for any \( \gamma \in \Aff(A^{2,1}) \), \( \alpha(\gamma^n) = |n|\alpha(\gamma) \). \( \square \)

Any two hyperbolic elements in \( \SO(2,1)^0 \) with the same eigenvalues, or trace, are conjugate. Furthermore, it can be shown that any two hyperbolic elements in \( \Aff(A^{2,1}) \) with the same linear part and signed Lorentzian displacement are conjugate by a translation. Thus, the trace of the linear part and the value of \( \alpha \) determine the conjugacy classes of hyperbolic elements in \( \Aff(A^{2,1}) \).

Since \( x^0(\gamma^{-1}) = -x^0(\gamma) \), we have that \( \alpha(\gamma^{-1}) = \alpha(\gamma) \). When \( \gamma \) acts freely, the sign of \( \alpha(\gamma) \) indicates the direction in which \( \gamma \) displaces points.

In order to investigate properness of actions of discrete groups in \( \Aff(A^{2,1}) \), it is important to understand the topology of \( A^{2,1} \). However, the Lorentzian scalar product does not correspond to the underlying topology. The Euclidean metric, though not \( \SO(2,1)^0 \)-invariant, does define the underlying topology. The Lorentzian scalar product is connected to the usual \( \mathbb{R}^3 \) metric, and thus the standard topology, via the following definition.

**Definition 2.3.** A hyperbolic linear transformation \( g \) is \( \epsilon \)-**hyperbolic** if

\[
\rho(x^+(g), x^-(g)) > \epsilon,
\]

where \( \rho \) denotes Euclidean distance.
A simple calculation gives us the following lemma.

**Lemma 2.4.** If \( g \in \text{SO}(2,1)^0 \) is \( \epsilon \)-hyperbolic, then

\[
\|x^0(g)\| < \frac{4}{\epsilon} - 1,
\]

where \( \| \| \) denotes Euclidean length. In particular, for every \( \epsilon > 0 \), the set of all unit spacelike vectors \( x \in \mathbb{A}^{2,1} \) such that \( x = x^0(g) \) for some \( \epsilon \)-hyperbolic \( g \), is compact.

We close this section by stating Margulis’ sign condition on \( \alpha \) for proper actions.

**Lemma 2.5** (Margulis [5, 6]; see also Drumm [2]). Let \( \gamma_1, \gamma_2 \in \mathcal{H} \) and suppose \( \alpha(\gamma_1)\alpha(\gamma_2) < 0 \). Then the group generated by \( \gamma_1 \) and \( \gamma_2 \) cannot act properly discontinuously on \( \mathbb{A}^{2,1} \).

### 3. A non-normalized Margulis invariant

We now wish to extend the definition of the signed Lorentzian displacement (1) to parabolic transformations. There are many difficulties in extending this definition, two of which stem from the way one defines \( x^0(g) \).

First, the direction of \( x^0(g) \) depends on the null eigenvectors, which correspond to the real eigenvalues not equal to one. But only hyperbolic elements of \( \text{SO}(2,1)^0 \) have three real eigenvectors.

We can get around this difficulty by noticing that if \( x \in \mathbb{R}^{2,1} \) is a null or timelike vector which is not an eigenvector of a hyperbolic \( g \), then \( \{x^0(g), x, gx\} \) is also a positively-oriented basis for \( \mathbb{R}^{2,1} \). This observation extends to parabolic transformations:

**Definition 3.1.** Let \( g \) be a linear transformation that is either hyperbolic or parabolic. A 1-eigenvector \( v \) is said to be positive relative to \( g \) if \( \{v, x, gx\} \) is a positively oriented basis, where \( x \) is any null or timelike vector which is not an eigenvector of \( g \).

Note that \( v \) is positive relative to \( g \) if and only if \( -v \) is positive relative to \( g^{-1} \). Also, the direction of positive eigenvectors varies continuously, for \( g \in \mathcal{H} \cup \mathcal{P} \).

The second difficulty appears in the choice of the Lorentzian length of \( x^0(g) \). The fixed eigenvector for a parabolic element of \( \text{SO}(2,1)^0 \) is a null vector, so we cannot force the Lorentzian length of a fixed vector to be 1. Therefore our “new displacement” cannot be normalized according to the length of a fixed vector of \( g \). Instead, the image will be a linear function rather than a number.

Let \( F(g) \) be the oriented one-dimensional space of fixed eigenvectors of \( g \). The orientation of \( F(g) \) is defined above. Given an element \( \gamma \in \mathcal{H} \cup \mathcal{P} \) with \( \mathbb{L}(\gamma) = g \), we consider the linear function on \( F(g) \):

\[
\tilde{\alpha}(\gamma) = \mathbb{B}(\gamma(x) - x, \cdot),
\]

where \( x \) is an arbitrary point in \( \mathbb{A}^{2,1} \).

When \( \gamma \) is hyperbolic, this non-normalized Margulis invariant \( \tilde{\alpha} \) corresponds to \( \alpha \) in the following simple manner:

\[
\alpha(\gamma) = \tilde{\alpha}(\gamma)(x^0(g)).
\]

However, before accepting this definition as our new Margulis invariant, we will first show that \( \tilde{\alpha} \) acts just like \( \alpha \) for parabolic, as well as hyperbolic, elements.
Lemma 3.2. Suppose $\gamma \in \mathcal{H} \cup \mathcal{P}$. Then

1. the definition of the function $\tilde{\alpha}(\gamma) = \mathbb{B}(\gamma(x) - x, \cdot)$ is independent of the choice of $x \in \mathbb{H}^{2,1}$;

2. $\tilde{\alpha}(\gamma)$ is identically zero if and only if $\gamma$ has a fixed point;

3. for any $\eta \in \text{Aff}(\mathbb{H}^{2,1})$, $\tilde{\alpha}(\eta^{\gamma-1})(h(v)) = \tilde{\alpha}(\gamma)(v)$, where $v \in F(g)$ and $h = \mathbb{L}(\eta)$;

4. for any $n \in \mathbb{Z}$ and $v \in F(g)$, $\tilde{\alpha}(\gamma^n)(v) = n\tilde{\alpha}(\gamma)(v)$.

Proof. For a parabolic element $p \in \text{SO}(2,1)^0$ we can choose a basis $\{v, w, u\}$ for $\mathbb{R}^{2,1}$ such that $v \in F(p)$, $\mathbb{B}(v, w) = 0$ and $\mathbb{B}(v, u) \neq 0$. The matrix of $p$ relative to this basis is of the form

\[
\begin{bmatrix}
1 & a & b \\
0 & 1 & c \\
0 & 0 & 1
\end{bmatrix},
\]

with $a, c \neq 0$. Thus, if $g \in \text{SO}(2,1)^0$ is either parabolic or hyperbolic, the range of $g - 1d$ is precisely the Lorentz-perpendicular plane of the eigenspace $F(g)$.

Let $g = \mathbb{L}(\gamma)$. Choose $x_o \in \mathbb{H}^{2,1}$ and set

$$v_\gamma = \gamma(x_o) - x_o.$$  

We can think of $v_\gamma$ as being the translational part of $\gamma$, when $x_o$ acts as the origin.

Let $y \in \mathbb{H}^{2,1}$. Then

$$\gamma(y) - y - (\gamma(x) - x) = (g - 1d)(y - x).$$

Since the range of $g - 1d$ is $v^\perp$, for $v \in F(g)$,

$$\mathbb{B}(\gamma(x) - x, v) = \mathbb{B}(\gamma(y) - y, v),$$

proving statement (1). In particular,

$$\tilde{\alpha}(\gamma) = \mathbb{B}(v_\gamma, \cdot).$$

For statement (2), suppose that $\gamma$ has a fixed point. Then choosing $x$ in (2) to be that fixed point, we obtain that the function $\tilde{\alpha}(\gamma)$ is identically zero.

Conversely, suppose that $\tilde{\alpha}(\gamma) = 0$. Then $v_\gamma \in v^\perp$, for any 1-eigenvector $v$ of $g$. Thus the following matrix equation has a solution:

$$(g - 1d)x = -v_\gamma,$$

which means that $x_o + x$ is a fixed point.

To prove statement (3), let $h = \mathbb{L}(\eta)$ be the linear part of $\eta$. If $v \in F(g)$, then $h(v)$ is a fixed point for $hgh^{-1}$. Choose an arbitrary $x \in \mathbb{H}^{2,1}$. Then

$$\tilde{\alpha}(\eta^{\gamma-1})(h(v)) = \mathbb{B}(\eta^{\gamma-1}(x) - x, h(v)) = \mathbb{B}(h(\eta^{\gamma-1}(x) - \eta^{-1}(x)), h(v)) = \mathbb{B}(\gamma(\eta^{-1}(x)) - \eta^{-1}(x), v) = \tilde{\alpha}(\gamma)(v).$$
Finally, for statement (3) we note that $F(g) = F(g^n)$ as sets, but the orientation on $F(g^n)$ is reversed if $n < 0$. Again, choose $x \in \mathbb{A}^{2,1}$ and let $v \in F(g)$. Then

$$\tilde{a}(\gamma^n)(v) = B(\gamma^n(x) - x, v)$$

$$= \begin{cases} \sum_{i=1}^{n} B(\gamma^i(x) - \gamma^{-i}(x), v) & \text{if } n > 0, \\ \sum_{i=1}^{n} B(\gamma^{-i}(x) - \gamma^{-i}(x), v) & \text{if } n < 0, \end{cases}$$

$$= \begin{cases} \sum_{i=1}^{n} B(\gamma(\gamma^{i-1}(x)) - \gamma^{i-1}(x), v) & \text{if } n > 0, \\ \sum_{i=1}^{n} B(\gamma^{-i}(x) - \gamma^{-i}(x), v) & \text{if } n < 0, \end{cases}$$

$$= \begin{cases} \sum_{i=1}^{n} \tilde{a}(g)(v) & \text{if } n > 0, \\ \sum_{i=1}^{n} -\tilde{a}(g)(v) & \text{if } n < 0, \end{cases}$$

$$= n\tilde{a}(\gamma)(v).$$

The sign of $\gamma$ is defined to be the sign of $\tilde{a}(\gamma)(v)$, where $v$ is any positive vector in $F(g)$ (see Definition 3.1). Since the orientation of $F(g^n)$ is reversed for $n < 0$, the sign of $\gamma$ and $\gamma^{-1}$ are the same. Furthermore, if $g$ is hyperbolic, then $x^h(g^n) = \pm x^h(g)$ is a positive vector in $F(g^n)$, so the sign of $\alpha(g^n)$ and the sign of $\tilde{a}(g^n)(x^h(g^n))$ are the same.

We note here that the definition of $\alpha$ can be extended to most elliptic transformations, i.e. transformations whose linear parts have complex eigenvalues and are Lorentzian rotations about an axis. However, many of the results in Lemma 3.2 would not apply. One of most basic problems in extending the definition to elliptic transformations comes from defining the orientation on $F(g^n)$. There is no proper choice of orientation when $g$ is a rotation of order 2. If $g$ is an elliptic element not of order 2, then the orientation on $F(g^n)$ will switch back and forth as $n$ increases. In this case, the “sign” of an elliptic transformation would change as the powers change. It is interesting to note that statement (2) of Lemma 3.2 still holds for elliptic transformations. \qed

4. The opposite sign lemma

We now prove Margulis’ opposite sign lemma for parabolic and hyperbolic transformations.

**Theorem 4.1.** Let $\psi, \gamma \in \mathcal{H} \cup \mathcal{P}$. If the signs of $\psi$ and $\gamma$ are opposite, then $\langle \psi, \gamma \rangle$ does not act properly discontinuously on $\mathbb{A}^{2,1}$.

**Proof.** Lemma 2.5 deals with the case where $\psi$ and $\gamma$ are both hyperbolic. Furthermore, if both $\psi$ and $\gamma$ are parabolic, then there exists an integer $m$ such that $\psi^m \gamma$ is hyperbolic. The sign of $\psi^m \gamma$, assuming that it is not 0, is opposite to either that of $\psi$ or $\gamma$.

Thus, to prove Theorem 4.1 it suffices to suppose that $\psi$ is parabolic, with $\tilde{a}(\psi)$ negative, and $\gamma$ is hyperbolic, with $\tilde{a}(\gamma)$ positive.

We will show that for a sufficiently large integer $n$, the transformation $\psi^n \gamma$ is hyperbolic and has a negative sign. Then we can invoke Lemma 2.5 to show that $\langle \psi, \gamma \rangle$ does not act properly discontinuously on $\mathbb{A}^{2,1}$.
Substituting \( \psi^k \gamma \) for \( \gamma \) if necessary, for a large enough value of \( k \), we may assume without loss of generality that \( \psi^n \gamma \) is hyperbolic for all \( n \geq 0 \).

It will often prove useful to conjugate \( \langle \psi, \gamma \rangle \) by some element of \( \text{SO}(2, 1)^0 \). By Lemma 2.2 (3), conjugating the group does not change the values of \( \alpha \).

Set \( p, g \), to be the linear parts of \( \psi, \gamma \), respectively. Fix \( x_o \in \mathbb{A}^2,1 \) and set

\[
\psi = \psi(x_o) - x_o,
\]

\[
\gamma = \gamma(x_o) - x_o,
\]

so that we may think of \( \psi_o \) and \( \psi \) as the translational parts of \( \psi \) and \( \gamma \), when \( x_o \) plays the role of the origin. Observe that for any \( n > 0 \),

\[
\psi^n \gamma(x_o) - x_o = \sum_{i=0}^{n-1} p^i(\psi_o) + p^n \psi.
\]

Thus

\[
\alpha(\psi^n \gamma) = \sum_{i=0}^{n-1} B(p^i(\psi_o), x^0(p^n g)) + B(p^n \psi, x^0(p^n g))
\]

Finally, \( x^0(p) \) denotes the unique positive 1-eigenvector of \( p \) of Euclidean length 1. In particular, \( B(\psi_o, x^0(p)) \) is negative.

The proof that \( \alpha(\psi^n \gamma) \) is negative, for large enough \( n \), is broken into three steps.

**Step 1:** Bound the term \( B(p^n \psi, x^0(p^n g)) \) in (3). We may assume that \( \psi \) is a scalar multiple of \( x^0(p) \). Otherwise, we conjugate the group by an appropriate translation. Indeed, if \( \tau \) denotes translation by \( t \), then

\[
\tau \gamma \tau^{-1}(x) - x = \psi - g(t) + t,
\]

so we need only find \( t \) such that \( \psi = g(t) + t \) is parallel to \( x^0(p) \). But since \( \alpha(\gamma) \neq 0 \), \( \{\psi, x^-(g), x^+(g)\} \) forms a basis for \( \mathbb{R}^3 \), so that some scalar multiple of \( x^0(p) \) can be written as \( \psi + x \), where \( x \in \langle x^-(g), x^+(g) \rangle \). Since the range of \( Id - g \) is precisely \( \langle x^-(g), x^+(g) \rangle \), a suitable solution \( t \) can be found. Thus \( \psi^n \psi = \psi \) for every \( n > 0 \).

Now consider \( p^n g \), the linear part of \( \psi^n \gamma \). The fixed vector \( x^+(p^n g) \) converges to \( x^0(p) \) as \( n \to \infty \). Similarly,

\[
x^-(p^n g) \to \frac{gx^0(p)}{\|gx^0(p)\|}
\]

as \( n \to \infty \). Since \( \langle g, h \rangle \) is a free group, \( g \) and \( h \) have no common eigenvectors and \( \rho(x^0(p), x^0(gg^{-1})) > 0 \) (recall that \( \rho \) denotes Euclidean distance).

We can choose \( \epsilon = \frac{1}{2} \rho(x^0(p), x^0(gg^{-1})) \), so that for sufficiently large \( n \), \( p^n g \) is \( \epsilon \)-hyperbolic. It follows that \( \|x^0(p^n g)\| \), thus \( B(\psi, x^0(p^n g)) \), is bounded.

**Step 2:** Bound the terms in equation (3) of the form \( \B(\psi, x^0(p^n g^n p^i)) \) by a negative number, for sufficiently large powers of \( p \). Note that as \( k \) and \( i \) get large, \( p^k g^n p^i \) is not \( \epsilon \)-hyperbolic for any chosen \( \epsilon \). In fact, \( x^0(p^k g^n p^i) \) both approach \( x^0(p) \).

**Lemma 4.2.** There exists \( C_- > 0 \) and \( M > 0 \) such that when both \( i > M \) and \( k > M \),

\[
\B(\psi, x^0(p^k g^n p^i)) < C_-
\]
Proof. Conjugating the group if necessary, assume that

\[ x^0(p) = \frac{\sqrt{2}}{2} \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}. \]

The condition that the sign of \( \psi \) is negative translates to the condition \( v_\psi^1 - v_\psi^3 < 0 \), where \( v_\psi^i \) denotes the \( i \)th coordinate of \( v_\psi \). We may further assume that \( v_\psi^3 = 0 \), by conjugating the group again by a parabolic element in \( \text{SO}(2, 1)^0 \) that fixes \( x^0(p) \) (this is possible because \( B(x^0(p), v_\psi) \neq 0 \)). Set

\[ x_m(\theta) = \frac{\sqrt{2}}{2} \begin{bmatrix} \cos \theta \\ \sin \theta \\ 1 \end{bmatrix}, \]

\[ x_p(\theta) = \frac{\sqrt{2}}{2} \begin{bmatrix} \cos \theta \\ -\sin \theta \\ 1 \end{bmatrix}, \]

where \( \theta < \theta_0 \), with \( \theta_0 > 0 \) small enough so that

\[ v_\psi^1 - \cos \theta_0 v_\psi^3 < 0. \]

We note that \( \rho(x_m(\theta_0), x^0(p)) = \rho(x_m(\theta_1), x^0(p)) = 2 - 2 \cos \theta_0 \). Choose \( M \) large enough so that for all \( i, k > M \), \( \rho(x^\pm(p^k g^i p), x^0(p)) < 2 - 2 \cos \theta_0 \). Then we can write

\[ x^-(p^k g^i) = x_m(\theta_1), \]

\[ x^+(p^k g^i) = x_p(\theta_2), \]

where \( \theta_1, \theta_2 < \theta_0 \). Then

\[ B(v_\psi, x^0(p^k g^i)) = \frac{1}{|B(x_m(\theta_1), x_p(\theta_2))|} B(v_\psi, x_m(\theta_1) \otimes x_p(\theta_2)) \]

\[ = \frac{(v_\psi^1 - \cos \theta_1 v_\psi^3) \sin \theta_2 + (v_\psi^1 - \cos \theta_2 v_\psi^3) \sin \theta_1}{1 - \cos(\theta_1 + \theta_2)}, \]

which decreases without bound. This proves our claim. \( \square \)

**Step 3:** Bound the sum of the remaining terms in equation (4). These are of the form \( B(v_\psi, x^0(p^k g^i)) \), where either \( i \) or \( k \) is less than \( M \). But then there is some fixed \( \varepsilon > 0 \) such that each of these words is \( \varepsilon \)-hyperbolic. By Lemma 2.4, we can find a constant \( C_\varepsilon \) such that \( B(v_\psi, x^0(p^k g^i)) < C_\varepsilon \).

The number of such terms is less than \( 2M \), which does not depend upon the number \( n \). Therefore, we can choose a large enough \( n \) so that the number of terms less than \( C_\varepsilon \) increases, while the sum of the remaining terms is bounded from above by a number not depending on \( n \).

\[ \square \]
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