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Abstract. For the third order differential equation, \( y''' = f(x, y, y', y'') \), we consider uniqueness implies existence results for solutions satisfying the nonlocal 4-point boundary conditions, \( y(x_1) = y_1, y(x_2) = y_2, y(x_3) - y(x_4) = y_3 \). Uniqueness of solutions of such boundary value problems is intimately related to solutions of the third order equation satisfying certain nonlocal 3-point boundary conditions. These relationships are investigated as well.

1. Introduction

In this paper, we are concerned with uniqueness and existence of solutions of certain types of boundary value problems for third order differential equations. In particular, we deal with uniqueness implies existence questions for solutions of the third order ordinary differential equation,

\[
\begin{align*}
y''' &= f(x, y, y', y''), \quad a < x < b, \\
nonlocal 4-point boundary conditions given by & \\
(y_1) &= y(x_1) = y_1, \quad y(x_2) = y_2, \quad y(x_3) - y(x_4) = y_3, \\
(y_2) &= y(x_1) - y(x_2) = y_1, \quad y(x_3) = y_2, \quad y(x_4) = y_3,
\end{align*}
\]

where \( a < x_1 < x_2 < x_3 < x_4 < b \) and \( y_1, y_2, y_3 \in \mathbb{R} \). We also consider solutions of (1.1) satisfying nonlocal 3-point boundary conditions given by

\[
\begin{align*}
y(x_1) &= y_1, \quad y'(x_1) = y_2, \quad y(x_2) - y(x_3) = y_3, \\
(y_3) &= y(x_1) - y(x_2) = y_1, \quad y(x_3) = y_2, \quad y'(x_3) = y_3,
\end{align*}
\]

where \( a < x_1 < x_2 < x_3 < b \) and \( y_1, y_2, y_3 \in \mathbb{R} \).

Remark 1.1. For the remainder of this paper, we shall denote the boundary value problem consisting of equation (i) and boundary condition (j) by (i):(j).
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Interest in multipoint boundary value problems for lower order differential equations has been ongoing for several years. For a small sample of such work, we refer the reader to papers by Bai and Fang [1], Gupta and Trofimchuk [3] and Ma [20, 21].

Questions of the type with which we deal in this paper have been considered for solutions of (1.1) satisfying 3-point conjugate boundary conditions given by

\[ y(x_1) = y_1, \quad y(x_2) = y_2, \quad y(x_3) = y_3, \]

and 2-point conjugate boundary conditions given by

\[ y(x_1) = y_1, \quad y(x_2) = y_2, \quad y'(x_2) = y_3, \]

(1.7)

\[ y(x_1) = y_1, \quad y(x_2) = y_2, \quad y'(x_1) = y_3, \]

(1.8)

where \( a < x_1 < x_2 < x_3 < b \), and \( y_1, y_2, y_3 \in \mathbb{R} \). These questions have involved (i) whether uniqueness of solutions of (1.1):(1.6) implies uniqueness of solutions for (1.1):(1.7) and (1.1):(1.8); (ii) whether uniqueness of solutions of (1.1):(1.7) and (1.1):(1.8) implies uniqueness of solutions of (1.1):(1.6); and (iii) whether uniqueness of solutions of (1.1):(1.6) implies the existence of solutions of (1.1):(1.6), (1.1):(1.7), and (1.1):(1.8). Of course, a principal reason for considering questions such as (i) or (ii) would be in resolving question (iii).

**Hypothesis 1.2.** With respect to (1.1), we assume throughout that

(A) \( f(x, r_1, r_2, r_3) : (a, b) \times \mathbb{R}^3 \to \mathbb{R} \) is continuous;

(B) solutions of initial value problems for (1.1) are unique and extend to \((a, b)\).

Given this hypothesis, and in a context of \( n \)th order problems, Jackson [14] provided an affirmative answer to (i). In a like manner, Jackson [15] gave an affirmative answer to question (ii). Finally, for question (iii), the paper by Jackson and Schrader [16], in conjunction with papers for \( n \)th order problems by Hartman [4, 5] and Klaassen [17], provides a positive answer.

There have been other works devoted to uniqueness questions of these types as well as uniqueness implies existence questions for boundary value problems. These works have often been for \( n \)th order problems for ordinary differential equations, for finite difference equations, and recently for dynamic equations on time scales; see the extensive list of references in [2], [6]–[13], [18], [19] and [22].

In this paper, we consider analogues of questions (i)–(iii) relative to the boundary value problems (1.1):(1.2), (1.1):(1.3), (1.1):(1.4), and (1.1):(1.5). Section 2 is devoted to uniqueness implies uniqueness relationships among these boundary value problems, whereas Section 3 will center on uniqueness implies existence results for the same boundary value problems.

2. Uniqueness of solutions

Given Hypothesis 1.2, we now show that uniqueness of solutions for (1.1):(1.2) and (1.1):(1.3) implies the uniqueness of solutions for (1.1):(1.4) and (1.1):(1.5), and conversely.

**Remark 2.1.** (a) If solutions of (1.1):(1.2) or (1.1):(1.3) are unique when they exist, then solutions of the 3-point conjugate problems (1.1):(1.6) are unique. To see this, suppose solutions of (1.1):(1.2) are unique, but that for some \( a < x_1 < x_2 < x_3 < b \), there exist distinct solutions, \( y \) and \( z \) of (1.1) so that \( y(x_i) = z(x_i) \), for \( i = 1, 2, 3 \). Define \( w := y - z \) and suppose, without any loss of generality, that \( w(x) > 0 \) on
(x_2, x_3). Then, w(x) has a positive maximum in (x_2, x_3), and there exist points 
{x_2 < \tau_1 < \tau_2 < x_3} so that \( w(\tau_1) = w(\tau_2) \). Then, for \( x_1 < x_2 < \tau_1 < \tau_2 \), we
have \( y(x_1) = z(x_1), y(x_2) = z(x_2), y(\tau_1) - y(\tau_2) = z(\tau_1) - z(\tau_2) \), which
contradicts the uniqueness of solutions of (1.1):(1.2). As a consequence of statements in the
Introduction, each of the conjugate boundary value problems (1.1):(1.3) and (1.1):(1.5) and
(1.1):(1.7) has a unique solution.

(b) If solutions of (1.1):(1.3) and (1.1):(1.5) are unique, when they exist, then
solutions of the 2-point conjugate problems (1.1):(1.7) and (1.1):(1.8) are unique.
Again, from statements in the Introduction, each of the conjugate boundary value
problems (1.1):(1.6), (1.1):(1.7) and (1.1):(1.8) has a unique solution.

Our first result of this section will deal with continuous dependence of solutions
of (1.1) on boundary conditions.

**Theorem 2.2.** Assume that solutions of (1.1):(1.2) are unique, when they exist.
Given a solution \( y(x) \) of (1.1) on \((a, b)\), an interval \([c, d] \subset (a, b)\), points \( c < x_1 < x_2 < x_3 < x_4 < d \), and an \( \epsilon > 0 \), there exists a \( \delta(c, [c, d]) > 0 \) such that, if
\(|x_i - t_i| < \delta, i = 1, 2, 3, 4, \) and \( c < t_1 < t_2 < t_3 < t_4 < d \), and if \( |y(x_i) - z_i| < \delta, i = 1, 2, \) and \( |y(x_3) - y(x_4) - z_3| < \delta \), then there exists a solution \( z(x) \) of (1.1)
satisfying \( z(t_i) = z_i, i = 1, 2, z(t_3) - z(t_4) = z_3, \) and \( |y(x) - z(x)| < \epsilon \) on
\([c, d], \) \( i = 0, 1, 2. \)

**Proof.** Fix a point \( p_0 \in (a, b) \), and define the set
\[ G = \{(x_1, x_2, x_3, x_4, C_1, C_2, C_3) \mid a < x_1 < x_2 < x_3 < x_4 < b, C_1, C_2, C_3 \in \mathbb{R}\}. \]

\( G \) is an open subset of \( \mathbb{R}^7 \). Next, define a mapping \( \phi : G \rightarrow \mathbb{R}^7 \)
by
\[ \phi(x_1, x_2, x_3, x_4, C_1, C_2, C_3) = (x_1, x_2, x_3, x_4, u(x_1), u(x_2), u(x_3) - u(x_4)), \]
where \( u(x) \) is the solution of (1.1) satisfying the initial conditions \( u^{(i-1)}(p_0) = C_i, i = 1, 2, 3. \) Condition (B) in Hypothesis (1.2) implies the continuity of solutions of
initial value problems for (1.1) with respect to initial conditions, from whence we
may derive the continuity of \( \phi \). Moreover, the uniqueness assumption on solutions of
(1.1):(1.2) implies that \( \phi \) is one-one. It follows from the Brouwer theorem on
invariance of domain [24] page 199 that \( \phi(G) \) in an open subset of \( \mathbb{R}^7 \), and that
\( \phi \) is a homeomorphism from \( G \) to \( \phi(G) \). The statement of the theorem is then a
direct result of the continuity of \( \phi^{-1} \) and the fact that \( \phi(G) \) is open. \( \square \)

We now establish that uniqueness of solutions for nonlocal 4-point problems
implies uniqueness of solutions for nonlocal 3-point problems.

**Theorem 2.3.** Assume that solutions of (1.1):(1.2) are unique when they exist.
Then, solutions of (1.1):(1.3) are unique, when they exist.

**Proof.** Assume for the purpose of contradiction that, for some \( a < x_1 < x_2 < x_3 < b \) and \( y_1, y_2, y_3 \in \mathbb{R} \), there exist distinct solutions \( y \) and \( z \) of (1.1):(1.3); that
is, \( y(x_1) = z(x_1), y'(x_2) = z'(x_2), y(x_2) = y(x_3) = z(x_2) - z(x_3) \). By uniqueness of solutions of initial value problems for (1.1), we may assume, without loss of
generality, that \( y'(x_1) > z'(x_1) \).

Now fix \( a < \tau < x_1 \). By Theorem 2.2 for each \( \epsilon > 0 \), there is a \( \delta > 0 \) and there
is a solution \( z_\delta(x) \) of (1.1) such that
\[ z_\delta(\tau) = z(\tau), \ z_\delta(x_1) = z(x_1) + \delta, \ z_\delta(x_2) - z_\delta(x_3) = z(x_2) - z(x_3), \]

and \(|z_\delta(x) - z(x)| < \epsilon\) on \([\tau, x_3]\). For \(\epsilon > 0\), sufficiently small, there exist points 
\(\tau < \tau_1 < x_1 < \tau_2 < x_2\) so that 
\[z_\delta(\tau_1) = y(\tau_1),\ z_\delta(\tau_2) = y(\tau_2)\).
Also, 
\[z_\delta(x_2) - z_\delta(x_3) = z(x_2) - z(x_3) = y(x_2) - y(x_3),\]
and by the hypotheses, \(z_\delta(x) \equiv y(x)\). This is a contradiction. We conclude that solutions of (1.1) are unique. \(\Box\)

Of course, there is an analogue for the solutions of (1.1) and (1.3).

**Theorem 2.4.** Assume that solutions of (1.1) are unique when they exist. Then, solutions of (1.1) are unique when they exist.

The remainder of this section is devoted to a question converse to Theorems 2.3 and 2.4. In dealing with this converse question, we will make use of a lemma from [16] and [23] concerning a precompactness condition on bounded sequences of solutions of (1.1). The utility of this lemma in the context of our nonlocal boundary value problems arises from Remark 2.1(b) of this section.

**Lemma 2.5.** Assume the uniqueness of solutions for (1.1) and (1.5). If \(\{y_k(x)\}\) is a sequence of solutions of (1.1) which is uniformly bounded on a non-degenerate compact subinterval \([c, d] \subset (a, b)\), then there is a subsequence \(\{y_{k_i}(x)\}\) such that \(\{y_{k_i}(x)\}\) converges uniformly on each compact subinterval of \((a, b)\), for each \(i = 0, 1, 2,\ldots\).

Since uniqueness of solutions of (1.1) and (1.3) imply uniqueness of solutions of (1.1) and (1.5), we also have a statement of the theorem of the precompactness condition in terms of (1.1) and (1.5).

**Lemma 2.6.** Assume the uniqueness of solutions for (1.1) and (1.5). If \(\{y_k(x)\}\) is a sequence of solutions of (1.1) which is uniformly bounded on a non-degenerate compact subinterval \([c, d] \subset (a, b)\), then there is a subsequence \(\{y_{k_i}(x)\}\) such that \(\{y_{k_i}(x)\}\) converges uniformly on each compact subinterval of \((a, b)\), for each \(i = 0, 1, 2,\ldots\).

**Theorem 2.7.** Assume that solutions of both (1.1) and (1.5) are unique when they exist. Then, solutions of both (1.1) and (1.3) are unique when they exist.

**Proof.** We will consider the uniqueness statement only for (1.1), with the other argument being completely analogous. Assume to the contrary that, for some \(a < x_1 < x_2 < x_3 < x_4 < b\) and \(y_1, y_2, y_3 \in \mathbb{R}\), there exist distinct solutions \(y\) and \(z\) of (1.1).

By uniqueness of solutions of (1.1), we may assume, with no loss of generality, that \(y'(x_1) < z'(x_1)\) and \(y'(x_2) > z'(x_2)\), and \(y(x) < z(x)\) on \((x_1, x_2)\). In addition, by Remark 2.1(b) of this section, unique solutions exist for 2-point conjugate problems (1.1) and (1.5), as well as for the 3-point conjugate problem (1.1). This implies \(y(x) > z(x)\) on \((a, b) \setminus [x_1, x_2]\).

For each real \(r \geq 0\), let \(y_r(x)\) be the solution of (1.1) satisfying the boundary conditions at \(x_3\) and \(x_4:\)
\[(2.1)\quad y_r(x_3) = y(x_3),\ y'_r(x_3) = y'(x_3) - r,\ y_r(x_4) = y(x_4).\]
It follows from uniqueness of solutions of 3-point conjugate problems (1.1)-(1.6) that, for $s > r ≥ 0$,
\[
y(x) ≤ y_r(x) < y_s(x) \quad \text{on} \quad (a, x_3).
\]
For each $r ≥ 0$, let
\[
E_r = \{x_1 ≤ x ≤ x_2 \mid y_r(x) ≤ z(x)\},
\]
and note that these sets are compact and nested such that $E_s ⊂ E_r ⊂ (x_1, x_2)$ when $s > r > 0$.

For some $r > 0$, suppose that $E_r = ∅$, and let $η$ be the least upper bound for those $s > 0$ where $E_s ≠ ∅$. Then, by continuity with respect to $r$ for solutions of the two point boundary value problem (1.1)-(2.1), it follows that $E_η ≠ ∅$; because, if $E_η = ∅$, then $E_{η − ε} = ∅$ for sufficiently small $ε > 0$. Moreover, $y_η(x) = z(x)$ for every $x ∈ E_η$; because, if $y_η(x) < z(x)$ for some $x ∈ E_η$, then again by the continuity with respect to $r$ for solutions of (1.1)-(2.1), $E_{η + ε} ≠ ∅$ for sufficiently small $ε > 0$.

By the uniqueness for solutions to the 3-point conjugate problem (1.1)-(1.6), it follows that $E_η$ consists of at most two distinct points. If $η$ is one of these points, it necessarily follows that $y_η′(τ) = z′(τ)$. As a consequence of the hypotheses and the boundary conditions in (2.1), we see that
\[
y_η(τ) = z(τ), \quad y_η′(τ) = z′(τ), \quad y_η(x_3) − y_η(x_4) = z(x_3) − z(x_4),
\]
and hence that $y_η(x) = z(x)$, for all $x ∈ [a, b]$. This in turn implies, by the uniqueness of solutions to (1.1)-(1.6), that $y(x) = z(x)$, for all $x ∈ [a, b]$ in violation of the initial assumption that $y(x)$ and $z(x)$ are different. Hence, $E_n ≠ ∅$ for all $n ≥ 1$, and
\[
\bigcap_{n=1}^{∞} E_n := E ≠ ∅.
\]

Next, we observe that the set $E$ consists of a single point $x_0$ with $x_1 < x_0 < x_2$. In fact, if $t_1, t_2 ∈ E$, with $x_1 < t_1 < t_2 < x_2$, then the same type of argument that one uses to show the foregoing sets $E_n$ are nonnull leads to the conclusion that the interval $[t_1, t_2]$ must be contained in $E$. However, $[t_1, t_2] ⊂ E$ implies that the sequence $\{y_n(x)\}$ is uniformly bounded on $[t_1, t_2]$, which contradicts the part of Lemma (2.4) requiring boundedness for some subsequence of $\{y_n′(x_3)\}$. Thus, we conclude $E = \{x_0\}$ with $x_1 < x_0 < x_2$, and
\[
\lim_{n→∞} y_n(x_0) := y_0 ≤ z(x_0).
\]

Now we claim this is not possible. There are two cases to resolve. First assume $y_0 = z(x_0)$. Then for $ε > 0$, sufficiently small, there is a solution $z(x, ε)$ of the 3-point conjugate boundary value problem for (1.1) satisfying
\[
z(x_0, ε) = z(x_0) − ε, \quad z(x_3, ε) = z(x_3), \quad z(x_4, ε) = z(x_4),
\]
and $z(x, ε) < z(x)$ on $(a, x_3)$. Let us also note that
\[
z(x_3, ε) − z(x_4, ε) = z(x_3) − z(x_4) = y(x_3) − y(x_4).
\]
Such a solution $z(x, ε)$, where $ε$ is chosen so that $z(x_0, ε) = z(x_0) − ε > y(x_0)$, can be used in place of $z(x)$ in defining the sets $\{E_n\}$ with respect to the given sequence of solutions $\{y_n(x)\}$. Then, as before, it would follow that each of these sets would be nonnull, which is impossible.
For the remaining case, let $y(x_0) < y_0 < z(x_0)$. In this case, for $0 \leq \lambda \leq 1$, let $z(x, \lambda)$ denote the solution of (1.1) satisfying the 2-point conjugate boundary conditions

$$
\begin{align*}
z(x_3, \lambda) &= \lambda y(x_3) + (1 - \lambda) z(x_3), \\
z'(x_3, \lambda) &= \lambda y'(x_3) + (1 - \lambda) z'(x_3), \\
z(x_4, \lambda) &= \lambda y(x_4) + (1 - \lambda) z(x_4).
\end{align*}
$$

We note that, for each $0 \leq \lambda \leq 1,$

$$
z(x_3, \lambda) - z(x_4, \lambda) = y(x_3) - y(x_4).
$$

Let

$$
L = \{(z(x_3, \lambda), z'(x_3, \lambda), z(x_4, \lambda)) \mid 0 \leq \lambda \leq 1\}.
$$

Then $L$ is a line segment in $\mathbb{R}^3$. The function $h : [0, 1] \to L$ defined by

$$
h(\lambda) = (z(x_3, \lambda), z'(x_3, \lambda), z(x_4, \lambda))
$$

is continuous, one-one and onto. Next, define $g : L \to \mathbb{R}$ by

$$
g((z(x_3, \lambda), z'(x_3, \lambda), z(x_4, \lambda))) = z(x_0, \lambda).
$$

By continuous dependence of solutions on 2-point conjugate boundary conditions, $g$ is continuous and so $g \circ h : [0, 1] \to \mathbb{R}$ is continuous. Now,

$$
g \circ h(0) = z(x_0) > y_0 > y(x_0) = g \circ h(1).
$$

Hence, there exists $0 < \lambda_0 < 1$ so that

$$
g \circ h(\lambda_0) = z(x_0, \lambda_0) = y_0.
$$

Now, there is an $\eta > 0$ such that $[x_0 - \eta, x_0 + \eta] \subset (x_1, x_2)$ and such that

$$
z(x, \lambda_0) < z(x) \text{ on } [x_0 - \eta, x_0 + \eta].
$$

Then with $\{y_n(x)\}$ the same sequence as before, we have

$$
\lim_{n \to \infty} y_n(x) > z(x) > z(x, \lambda_0),
$$

for all $x \in [x_0 - \eta, x_0 - \eta] \setminus \{x_0\}$, and

$$
\lim_{n \to \infty} y_n(x_0) = y_0 = z(x_0, \lambda_0).
$$

This is the same contradictory situation as in the case $y_0 = z(x_0)$ considered previously.

From this final contradiction, we conclude that $y_0 \leq z(x_0)$ is impossible, and therefore, solutions of (1.1): (1.2) are unique. Similarly, solutions of (1.1): (1.3) are unique. □

3. Existence of solutions

Having established, under the assumptions contained in Hypothesis (1.2), the equivalence of the uniqueness of solutions for both (1.1): (1.2) and (1.1): (1.3) with that of the uniqueness of solutions for both (1.1): (1.4) and (1.1): (1.5), we now deal with uniqueness implies existence for these problems. For the results of this section, continuous dependence as in Theorem 2.2 plays a role, as does the precompactness condition in Lemma 2.3.
Theorem 3.1. Assume that solutions of (1.1):(1.2) are unique. Then, given \( a < x_1 < x_2 < x_3 < x_4 < b \) and \( y_1, y_2, y_3 \in \mathbb{R} \), there exists a solution of (1.1):(1.2).

Proof. Let \( a < x_1 < x_2 < x_3 < x_4 < b \) and \( y_1, y_2, y_3 \in \mathbb{R} \) be selected. We repeat again that 3-point, as well as 2-point, conjugate boundary value problems have unique solutions; that is, there exist unique solutions for each of (1.1):(1.6), (1.1):(1.7) and (1.1):(1.8). So, let \( z(x) \) be the solution of (1.1) satisfying the 3-point boundary conditions at \( x_2, x_3 \) and \( x_4 \):

\[
z(x_2) = y_2, \quad z(x_3) = y_3, \quad z(x_4) = 0.
\]

Next, define the set

\[
S = \{ u(x_1) \mid u(x) \text{ is a solution of (1.1) satisfying } u(x_2) = z(x_2), \quad u(x_3) - u(x_4) = z(x_3) - z(x_4) \}.
\]

We observe first that \( S \) is nonempty, since \( z(x_1) \in S \).

Next, choose \( s_0 \in S \). Then, there is a solution \( u_0(x) \) of (1.1) satisfying

\[
u_0(x_1) = s_0, \quad u_0(x_2) = z(x_2), \quad u_0(x_3) - u_0(x_4) = z(x_3) - z(x_4).
\]

By Theorem 2.2, there exists a \( \delta > 0 \) such that, for each \( 0 \leq |s - s_0| < \delta \), there is a solution \( u_s(x) \) of (1.1) satisfying

\[
u_s(x_1) = s, \quad u_s(x_2) = u_0(x_2) = z(x_2), \quad u_s(x_3) - u_s(x_4) = u_0(x_3) - u_0(x_4) = z(x_3) - z(x_4),
\]

or in other words, \( s \in S \); in particular, \( (s_0 - \delta, s_0 + \delta) \subset S \), and \( S \) is an open subset of \( \mathbb{R} \).

The remainder of the argument is devoted to showing that \( S \) is also a closed subset of \( \mathbb{R} \). To that end, we assume for the purpose of contradiction that \( S \) is not closed. Then there exists an \( r_0 \in \mathbb{R} \setminus S \) and a strictly monotone sequence \( \{ r_k \} \subset S \) such that \( \lim_{k \to \infty} r_k = r_0 \).

We may assume, without loss of generality, that \( r_k \uparrow r_0 \). By the definition of \( S \), we denote, for each \( k \in \mathbb{N} \), by \( u_k(x) \) the solution of (1.1) satisfying

\[
u_k(x_1) = r_k, \quad u_k(x_2) = z(x_2), \quad u_k(x_3) - u_k(x_4) = z(x_3) - z(x_4).
\]

By uniqueness of solutions of (1.1):(1.2), we have

\[
u_k(x) < u_{k+1}(x) \text{ on } (a, x_2).
\]

Consequently, from Lemma 2.4 and the fact that \( r_0 \not\in S \), we may conclude that \( \{u_k(x)\} \) is not uniformly bounded above on each compact subinterval of each of \( (a, x_1) \) and \( (x_1, x_2) \).

Now, fix \( a < \tau < x_1 \) and let \( w(x) \) be the solution of the 3-point conjugate boundary value problem for (1.1) satisfying

\[
w(\tau) = 0, \quad w(x_1) = r_0, \quad w(x_2) = z(x_2).
\]

It follows that, for some \( K \) large, there exist points \( a < \tau_1 < x_1 < \tau_2 < x_2 \) so that

\[
u_K(\tau_1) = w(\tau_1) \quad \text{and} \quad u_K(\tau_2) = w(\tau_2).
\]

Also,

\[
u_K(x_2) = z(x_2) = w(x_2),
\]

which contradicts the uniqueness of solutions of the 3-point conjugate boundary value problem (1.1):(1.6). Thus, \( S \) is also a closed subset of \( \mathbb{R} \).
Proof. Uniqueness of solutions of (1.1):(1.4) is from Theorem 2.3. So let solutions, let
satisfying
\[ w_1 < w_2 < w_3 \]
such that
\[ y(x_1) = y_1, \quad y(x_2) = y_2, \quad y(x_3) = y_3. \]
\[ y(x_4) = y_4. \]
\]
\[ \lim_{x \to \infty} y(x) = 0, \quad \lim_{x \to 0} y(x) = 0. \]
\]
\[ x \in [a, b] \]
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\[ R \]
\[ R \]
\[ R \]
\[ R \]
\[ R \]
\[ R \]
\[ R \]
\[ R \]
\[ R \]
\[ R \]
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This time, we also have

\[ u_K(x_1) = z(x_1) = w(x_1), \]

which contradicts the uniqueness of solutions of the 3-point conjugate boundary value problem (1.1)-(1.6). Thus, \( S \) is a closed subset of \( \mathbb{R} \).

Again, \( S \equiv \mathbb{R} \), and so we choose \( y_2 \in S \). We complete the proof by noting the presence of a solution, \( y(x) \), of (1.1) such that

\[ y(x_1) = z(x_1) = y_1, \quad y'(x_1) = y_2, \quad y(x_2) - y(x_3) = z(x_2) - z(x_3) = y_3. \]

\[ \square \]

4. Conclusions

Established under the assumption of Hypothesis 1.2, the results contained in Sections 2 and 3 can now be summarized as follows:

(a) Uniqueness of solutions of (1.1)-(1.2) and (1.1)-(1.3) implies existence of solutions (1.1)-(1.2) and (1.1)-(1.3).

(b) Solutions of both (1.1)-(1.2) and (1.1)-(1.3) are unique if, and only if, solutions of both (1.1)-(1.4) and (1.1)-(1.5) are unique.

(c) Uniqueness of solutions of (1.1)-(1.4) and (1.1)-(1.5) implies existence of solutions of (1.1)-(1.4) and (1.1)-(1.5).
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