1. Introduction

Let $G$ be a semisimple Lie group of noncompact type and of finite center with Lie algebra $\mathfrak{g}$, and let $K$ be a maximal compact subgroup with Lie algebra $\mathfrak{k}$. Under this setup, we will use the standard results and notation in Helgason (1978) freely. Thus, $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$ is the Cartan decomposition of $\mathfrak{g}$ with $\mathfrak{p}$ being an $\text{Ad}(K)$-invariant subspace of $\mathfrak{g}$, $\mathfrak{a}$ is a maximal abelian subspace of $\mathfrak{p}$, $\mathfrak{a}_+$ is a fixed (open) Weyl chamber ($\subset \mathfrak{a}$) and $W$ is the Weyl group which may be regarded as the subgroup of $\text{Ad}(K)$ that leaves $\mathfrak{a}$ invariant. A vector $X$ in $\mathfrak{a}$ is called regular if $w(X) \in \mathfrak{a}_+$ for some $w \in W$. Let $\mathfrak{n}^+$ and $\mathfrak{n}^-$ be respectively the nilpotent Lie subalgebras spanned by positive and negative root spaces, and let $A$, $N^+$ and $N^-$ be respectively the subgroups of $G$ generated by $\mathfrak{a}$, $\mathfrak{n}^+$ and $\mathfrak{n}^-$. Let $H$: $G \to \mathfrak{a}$ and $H^+$: $G \to \mathfrak{a}^+$ (the closure of $\mathfrak{a}_+$) be respectively the maps defined by the Iwasawa decomposition $G = \mathfrak{n}^- \exp(\mathfrak{a})K$ and the Cartan decomposition $G = K \exp(\mathfrak{a}^+)K$.

For a nonzero $X \in \mathfrak{a}$, Kostant’s convexity theorem [3] says that the vector $H(ke^X)$, as $k$ varies over $K$, traces out the convex hull of the $W$-orbit of $X$. In the present paper, we look at the average of this vector under the normalized Haar measure $dk$ on $K$, namely,

\begin{equation}
\bar{X} = \int_K H(ke^X)dk.
\end{equation}

The limiting property of random walks in $G$ to be described later suggests that $\bar{X}$ may belong to $\mathfrak{a}_+$. The purpose of this paper is to prove the following result.

**Theorem 1.1.** For any nonzero $X \in \mathfrak{a}$, $\bar{X} \in \mathfrak{a}_+$. Moreover, if either the action $\text{Ad}(K)$ on $\mathfrak{p}$ is irreducible or $X$ is regular, then $\bar{X} \in \mathfrak{a}_+$.

We note that the condition in the second part of Theorem [1.1] is necessary because if $\text{Ad}(K)$ is not irreducible on $\mathfrak{p}$, then by Proposition 5.2 in Chapter VIII of [2].
is a direct sum of ideals \( g_i \) such that \( \text{Ad}(K) \) leaves invariant each \( p_i = p \cap g_i \), and hence for \( X \in a_i = a \cap p_i, \hat{X} \in a_i \cap \overline{a_i} \), which is part of the boundary of \( a_i \).

In the rank one case \((\dim(a) = 1)\) the result may be derived easily from a simple geometric consideration based on the usual open ball representation of the space \( G/K \) with the Cartan and Iwasawa decompositions represented respectively by polar and horospherical coordinates. The general case does not seem to have such an intuition. The rest of this paper is devoted to a description of the random walk connection, the proof of Theorem 1.1, and the computation of \( X \) in two special cases, when \( X \) is small and when \( G = SL(3, \mathbb{R}) \).

2. Random walks

Let \( \mu \) be a probability measure on \( G \) (defined on Borel subsets of \( G \)). We will write \( \mu(f) \) for the integral \( \int f(g) \mu(\mathrm{d}g) \) whenever it is defined. The convolution of \( \mu \) with another measure \( \nu \) is defined as usual by \( \mu * \nu(f) = \int_{G \times G} f(xy) \mu(\mathrm{d}x) \nu(\mathrm{d}y) \) for any function \( f \) on \( G \). Let \( z_j \) be a sequence of independent \( G \)-valued random variables with common distribution \( \mu \). Define

\[
(2.1) \quad y_j = z_1z_2 \cdots z_j.
\]

The distribution of \( y_j \) is \( \mu^{*j} \), the \( j \)-fold convolution of \( \mu \). The sequence \( \{y_j\} \) is called a random walk in \( G \) based on \( \mu \). Let \( y_j = \xi_j \exp(H^+_j) \eta_j = n_j \exp(H^+_j)k_j \) be respectively the Cartan and the Iwasawa decompositions \( G = K\overline{a}^+K \) and \( G = N^-AK \).

Let \( M \) be the centralizer of \( A \) in \( K \). By the Bruhat decomposition, \( (N^-MAN)^+ \) is an open subset of \( G \), and its complement \((N^-MAN)^- \) is a finite union of lower-dimensional submanifolds of \( G \). Any subset \( B \) of \( G \) is called totally irreducible if there do not exist \( g_1, g_2, \ldots, g_n, x \in G \) such that \( H \subset \bigcup_{i=1}^n g_i(N^-MAN)^-x \). A sequence \( g_j \) in \( G \) is called contracting if \( \alpha(H^+(g_j)) \to \infty \) for any positive root \( \alpha \).

We will let \( G_a \) and \( T_a \) be respectively the smallest closed group and the smallest closed semigroup containing \( \text{supp}(\mu) \). Consider the following conditions:

(i) \( G_\mu \) is totally irreducible;
(ii) \( T_\mu \) contains a contracting sequence; and
(iii) \( \mu \) has a finite first moment in the sense that \( \int_{G} \|H^+(g)\| \mu(\mathrm{d}g) < \infty \), where \( \| \cdot \| \) is the norm on \( g \) induced by the Killing form.

In Guivarc’h–Raugi [1], the limiting probability of random walks in \( G \) was studied under these conditions, it was proved that almost surely, \( n_j \) and \( \xi_j M \) converge as \( j \to \infty \), and

\[
(2.2) \quad \lim_{j \to \infty} \frac{1}{j} H_j = \lim_{j \to \infty} \frac{1}{j} H_j = \int_K \int_G H(kx) \mu(\mathrm{d}x) \nu(\mathrm{d}k) \in a_+,
\]

where \( \nu \) is a probability measure on \( K \) satisfying \( \nu * \mu = \nu \) and the convolution here is defined via the natural action of \( G \) on \( K = N^-A \backslash G \).

Only the last part of this result will be needed, namely, \( \int_K \int_G H(kx) \mu(\mathrm{d}x) \nu(\mathrm{d}k) \in a_+ \). This was not proved directly in [1], but rather,

\[
\lim_{j \to \infty} (1/j) H_j = \int_K \int_G H(kx) \mu(\mathrm{d}x) \nu(\mathrm{d}k)
\]

and \( \lim_{j \to \infty} (1/j) H_j \in a_+ \) were proved separately by probabilistic and ergodic arguments.
Note that the result in [1] was stated in a slightly different form but from which the above statement may be derived easily. In [1], the condition (iii) was stated as

\[(2.3) \quad \int_G |\alpha(H(x))|\mu(dx) < \infty\]

for a negative root \(\alpha\), and the conclusion was

\[(2.4) \quad \lim_{j \to \infty} \frac{1}{j} \alpha(H_j) = \int_B \int_G \alpha(H(b,x))\mu(dx)\nu(db) < 0,\]

where \(\hat{B} = M\backslash K = N^-AM\backslash G, H(b,x) = H(kx)\) with \(b = Mk \in K\), and \(\nu\) is a probability measure on \(B\) satisfying \(\nu * \mu = \nu\). However, because \(\|H(x)\| \leq \|H^+(x)\|\), (iii) implies \(2.3\) for any root \(\alpha\), and the validity of \(2.4\) for any negative root \(\alpha\) implies the second equality in \(2.2\).

The distribution \(\mu\) is called \(K\)-conjugate invariant if \(c_k \mu = \mu\) for any \(k \in K\), where \(c_k\) is the conjugation map: \(G \ni g \mapsto kgk^{-1} \in G\) and \(c_k \mu\) is the measure on \(G\) defined by \(c_k \mu(f) = \mu(f \circ c_k)\) for any function \(f\) on \(G\). By the Cartan decomposition \(G = K\exp(\mathfrak{a_+})K\) and the fact that \(H(xk) = H(x)\) for \(x \in G\) and \(k \in K\), if \(\mu\) is \(K\)-conjugate invariant, then

\[(2.5) \quad \int_K \int_G H(kx)\mu(dx)\nu(dk) = \int_G H(x)\mu(dx) = \int_{\mathfrak{a_+}} \int_K H(ke^X)dk\eta(dX),\]

where \(\eta\) is the probability measure \(H^+\mu\) on \(\mathfrak{a_+}\). Since the expression in \(2.5\) belongs to \(\mathfrak{a_+}\), it suggests that \(\hat{X} = \int_K H(ke^X)dk\) may be contained in \(\mathfrak{a_+}\) for each \(X \in \mathfrak{a_+}\).

3. Proof of Theorem 1.1

Because any \(X \in \mathfrak{p}\) is an Ad\((K)\) image of an element of \(\mathfrak{a_+}\), it suffices to prove Theorem 1.1 for any nonzero \(X \in \mathfrak{a_+}\). Fix such an \(X\).

For any probability measure \(\eta\) on \(\mathfrak{a_+}\) with \(\text{supp}(\eta) = \mathfrak{a_+}\) and \(\int \|Y\|\eta(dY) < \infty\), there is a \(K\)-conjugate invariant probability measure \(\mu\) on \(G\) satisfying (i), (ii), and (iii) with \(\eta = H^+\mu\). Since the expression in \(2.5\) belongs to \(\mathfrak{a_+}\) for any such \(\eta\), it follows that \(\hat{X} = \int_K H(ke^X)dk \in \mathfrak{a_+}\). This proves the first part of Theorem 1.1.

Let \(\mu\) be defined by

\[(3.1) \quad \mu(f) = \int_K \int_K f(k_1 e^X k_2)dk_1dk_2\]

for any function \(f\) on \(G\). Then \(\mu\) is \(K\)-conjugate invariant with \(H^+\mu = \delta_X\) and hence by \(2.5\),

\[\int_K \int_G H(kx)\mu(dx)\nu(dk) = \int_K H(ke^X)dk = \hat{X}.\]

It is easy to see that the finite first moment condition (iii) holds. If we can show that (i) and (ii) also hold, then \(\hat{X}\) must belong to \(\mathfrak{a_+}\). Therefore, to prove Theorem 1.1 it suffices to prove \(T_\mu = G\) for \(\mu\) defined by \(3.1\).

It is clear that \(ke^{wX} \in T_\mu\) for \(k \in K\) and \(w \in W\). Let \(w_0, w_1, \ldots, w_k\) be all the elements of the Weyl group \(W\) with \(w_0\) being the identity element. Then \(\sum_{i=0}^k w_iX = 0\). It follows that \(-X = \sum_{i=1}^k w_iX\) and hence \(e^{-X} = \prod_{i=1}^k e^{w_iX} \in T_\mu\). Moreover, for \(k \in K\), \(k = k \exp(\sum_{i=0}^k w_iX) = ke^X \prod_{i \geq 1} e^{w_iX} \in T_\mu\). This shows that \(K \subset T_\mu\).
For any two smooth $G$-valued functions $\phi(t)$ and $\psi(t)$ defined in an interval $I$ containing 0, we will write $\phi(t) \approx \psi(t)$ if they differ by $O(t^2)$. Suppose $\phi(t) \in T_\mu$ for $t \in I$ and $e^{tY} \approx \phi(t)$ for some $Y \in \mathfrak{g}$. Since $T_\mu$ is a semigroup, $\phi(t)^k \in T_\mu$ for any integer $k > 0$. Note that $e^{tY}$ for any $t > 0$ is a limiting point of a sequence from the set $\{\phi(t)^k\}$ (as $t \to 0$ and $k \to \infty$). It follows by the closeness of $T_\mu$ that $e^{tY} \in T_\mu$ for $t > 0$.

Assume $\text{Ad}(K)$ is irreducible on $\mathfrak{p}$. Suppose there is a nonzero $Y \in \mathfrak{p}$ such that $e^{tY} \in T_\mu$ for any $t > 0$. The $K$-conjugate invariance of $\mu$ implies that $T_\mu$ is invariant under the $K$-conjugation. Thus, $e^{t\text{Ad}(k)^Y} \in T_\mu$ for any $k \in K$ and $t > 0$.

The irreducibility of $\text{Ad}(K)$ on $\mathfrak{p}$ implies that the set $\{\text{Ad}(k)^Y; k \in K\}$ contains a basis of $\mathfrak{g}$, say $Y_1, Y_2, \ldots, Y_k$. Any vector of $\mathfrak{p}$ may be written as $\sum_{i=1}^k a_i Y_i$ for some $a_i \in \mathbb{R}$. Since $e^{t\sum_{i=1}^k a_i Y_i} \approx \prod_{i=1}^k \exp(ta_i Y_i) \in T_\mu$, it follows that $\exp(\sum_{i=1}^k a_i Y_i) \in T_\mu$ and hence $e^\mu \subset T_\mu$. Because $G = K e^\mu$ and $K \subset T_\mu$, $T_\mu = G$.

Thus, to prove $T_\mu = G$ under the irreducibility assumption, it suffices to find a nonzero $Y \in \mathfrak{p}$ such that $e^{tY} \in T_\mu$ for $t > 0$.

Since $X \in \mathfrak{a}_+$ is nonzero, there is a positive root $\alpha$ with $\alpha(X) > 0$. Let $X_\alpha$ be a nonzero root vector of $\alpha$ and let $X_\alpha = Y_\alpha + Z_\alpha$ be the decomposition $\mathfrak{g} = \mathfrak{p} \oplus \mathfrak{t}$. Then $[X, X_\alpha] = \alpha(X) X_\alpha$, $[X, Y_\alpha] = \alpha(X) Z_\alpha$ and $[X, Z_\alpha] = \alpha(X) Y_\alpha$. Note that $\exp[\text{Ad}(e^{tZ_\alpha})] X \in T_\mu$ for $t \in \mathbb{R}$. Since $(d/dt)\text{Ad}(e^{tZ_\alpha}) X \big|_{t=0} = [Z_\alpha, X] = -\alpha(X) Y_\alpha$,

$$
\exp[\text{Ad}(e^{tZ_\alpha})] X = \exp[X - t\alpha(X) Y_\alpha + O(t^2)] \approx \exp[X - t\alpha(X) Y_\alpha].
$$

By Theorem 1.7 in Chapter 1 of [2], with $\text{ad}(X)Y = [X, Y]$,

$$
e^{X-t\alpha(X)Y_\alpha} \approx e^X \exp\left\{ \frac{1 - e^{-\text{ad}(X)}}{\text{ad}(X)}[-t\alpha(X)Y_\alpha] \right\}
$$

$$
= e^X \exp\left\{ -t\alpha(X) \sum_{i=0}^\infty \frac{(-1)^i}{(i + 1)!} \text{ad}(X)^i Y_\alpha \right\}
$$

$$
= e^X \exp\left\{ t[\cosh \alpha(X) - 1]Z_\alpha - t[\sinh \alpha(X)]Y_\alpha \right\}
$$

$$
\approx e^X e^{t[\cosh \alpha(X) - 1]Z_\alpha} e^{-t[\sinh \alpha(X)]Y_\alpha}.
$$

Let $k = e^{t[\cosh \alpha(X) - 1]Z_\alpha} \in K$ and $a = \sinh \alpha(X) > 0$. Since $e^{-t\alpha(Y_\alpha)} = k^{-1} e^{-X} e^{X} e^{-t\alpha(Y_\alpha)} \approx k^{-1} e^{-X} e^{X - t\alpha(z)} Y_\alpha$

$$
\approx k^{-1} e^{-X} \exp[\text{Ad}(e^{tZ_\alpha})] X \in T_\mu,
$$

it follows that $e^{-t\alpha} \in T_\mu$ for $t > 0$. Since $-\alpha(Y_\alpha)$ is a nonzero vector in $\mathfrak{p}$, by the discussion in the previous paragraph, this proves $T_\mu = G$ under the irreducibility assumption.

Now assume $X \in \mathfrak{a}_+$ but not the irreducibility of $\text{Ad}(K)$ on $\mathfrak{p}$. The computation in the last paragraph shows that $\exp(tY_\alpha) \in T_\mu$ for any positive root $\alpha$ and $t > 0$. Since $\exp(tX_\alpha) = \exp(t(Y_\alpha + Z_\alpha)) \approx \exp(tY_\alpha) \exp(tZ_\alpha) \in T_\mu$, it follows that $N^+ \subset T_\mu$. Using $G = KN^+K$, we may conclude $T_\mu = G$. Theorem 1.1 is completely proved.

4. Computation of $\tilde{X}$

Let $X \in \mathfrak{a}$ with $X \neq 0$ as before. In this section, we will compute $\tilde{X}$ defined by (1.1) in two special cases: when $X$ is small and when $G = SL(3, \mathbb{R})$, the group of
3 × 3 real matrices of unit determinant, which is perhaps the simplest semisimple Lie group of rank > 1.

Consider the function \( \phi(t) = \int_K H(ke^{tX})dk \) for \( t \in \mathbb{R} \). Then \( \phi(0) = 0 \). For any \( g \in G \) and \( Y \in \mathfrak{g} \), we will write \( g = g_N g_A g_K \) and \( Y = Y_\lambda + Y_\gamma + Y_\ell \) respectively for the decompositions \( G = N^{-1}AK \) and \( \mathfrak{g} = \mathfrak{n}^{-} \oplus \mathfrak{a} \oplus \mathfrak{k} \). Note that \( g_A = H(g), H(ge^{X}) = H(g) + H(g_K e^{X}) \) and for \( k \in K \), \( H(ke^{tX}) = H(e^{t[Ad(k)]Y}) \approx e^{t[Ad(k)]Y} \).

Thus,

\[
\phi'(0) = \int_K [Ad(k)X]_a dk = 0 \quad \text{(because \( \forall Y \in \mathfrak{p}, \int_K Ad(k)Y dk = 0 \)},
\]

and

\[
\phi''(0) = \frac{d}{dt} \int_K [Ad(e^{t[Ad(k)]Y})kX]_a dk \mid_{t=0} = \int_K [Ad(e^{t[Ad(k)]Y})t]Ad(k)X_a dk \mid_{t=0} = \int_K [Ad(k)X]_a dk.
\]

Let \( \alpha_1, \ldots, \alpha_r \) be the complete list of positive roots, each repeated as many times as its multiplicity, let \( \rho = (1/2) \sum_i \alpha_i \) be the half sum of positive roots, and let \( H_\rho \) be the element of \( \mathfrak{a} \) representing \( \rho \) in the sense that \( \rho(Y) = \langle Y, H_\rho \rangle \) for \( Y \in \mathfrak{a} \), where \( \langle \cdot, \cdot \rangle \) is the inner product on \( \mathfrak{g} \) induced by the Killing form. By Lemmas 7.3 and 7.4 in [4], under the assumption that the action \( Ad(K) \) on \( \mathfrak{p} \) is irreducible,

\[
\phi''(0) = \int_K [Ad(k)X]_a dk \mid_{t=0} \approx \frac{2}{p} \|X\|^2 H_\rho,
\]

where \( p = \dim(\mathfrak{p}) \). Since \( \phi(t) = (tX)^\ast \), writing \( X \) for \( tX \), we obtain the following estimate for \( \tilde{X} \) when \( \|X\| \) is small:

\[
(4.1) \quad \tilde{X} = \frac{1}{p} \|X\|^2 H_\rho + O(\|X\|^3).
\]

Now let \( G = SL(3, \mathbb{R}) \) and \( X = \text{diag}(\lambda, \lambda, -2\lambda) \) for some \( \lambda > 0 \). In this case, \( K \) is the group \( SO(3) \) of \( 3 \times 3 \) orthogonal matrices of unit determinant, \( \mathfrak{a} \) is the space of traceless \( 3 \times 3 \) real diagonal matrices, \( \mathfrak{a}_+ \) is the set consisting of those matrices in \( \mathfrak{a} \) with strictly descending diagonal, and \( X \) given above belongs to the boundary of \( \mathfrak{a}_+ \).

The centralizer of \( X \) in \( K = SO(3) \) is the subgroup \( \text{diag}\{SO(2), 1\} \) of rotations that fix the vector \( z = (0, 0, 1)' \in \mathbb{R}^3 \). The orbit of \( z \) under the action of \( K \) is the unit sphere in \( \mathbb{R}^3 \) which may be parametrized as \( R_z(\phi)R_\theta(\theta)z \) for \( 0 \leq \theta \leq \pi \) and \( 0 \leq \phi \leq 2\pi \), where \( R_\theta(\phi) \) and \( R_z(\phi) \) denote respectively the matrices in \( SO(3) \) that rotate around the \( y \) and \( z \) axes by an angle \( \phi \). Because the normalized Haar measure \( dk \) on \( K = SO(3) \) induces the uniform distribution on the unit sphere given by \( \sin \theta d\theta d\phi/\pi \), it follows that

\[
\tilde{X} = \frac{1}{2\pi} \int_0^{2\pi} \int_0^\pi H(R_z(\phi)R_\theta(\theta)e^{X}) \sin \theta d\theta d\phi.
\]
We have, by a simple computation,
\[
R_z(\phi)R_y(\theta)e^{X} = \begin{bmatrix}
\cos \phi & -\sin \phi & 0 \\
\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{bmatrix}
\begin{bmatrix}
e^\lambda & 0 & 0 \\
e^{-\lambda} & 0 & 0 \\
e^{-2\lambda} & 0 & e^{-2\lambda}
\end{bmatrix}
= \begin{bmatrix}
e^{\lambda} \cos \theta \cos \phi & -e^{\lambda} \sin \phi & e^{-2\lambda} \sin \theta \cos \phi \\
e^{\lambda} \cos \theta \sin \phi & e^{\lambda} \cos \phi & e^{-2\lambda} \sin \theta \sin \phi \\
e^{-\lambda} \sin \theta & 0 & e^{-2\lambda} \cos \theta
\end{bmatrix}.
\]

Note that $H(R_z(\phi)R_y(\theta)e^{X})$ is a diagonal matrix

\[
\text{diag}(h_1(\theta, \phi), h_2(\theta, \phi), h_3(\theta, \phi))
\]

with $\sum_{i=1}^{3} h_i(\theta, \phi) = 0$. To determine this matrix, let $r_1, r_2, r_3$ be the three rows of the matrix $[R_z(\phi)R_y(\theta)e^{X}]$ and find a lower triangular matrix $\{s_{ij}\}$ of unit determinant such that multiplying $\{s_{ij}\}$ to the left of $R_z(\phi)R_y(\theta)e^{X}$ will yield an orthogonal matrix. Using the Gram-Schmidt orthogonalization, we obtain

\[
s_{11} = |r_1|^{-1}, \quad s_{22} = \frac{|r_1|}{\sqrt{|r_1|^2|r_2|^2 - (r_1 \cdot r_2)^2}}, \quad s_{21} = -s_{22} \frac{(r_1 \cdot r_2)}{|r_1|^2},
\]

where $|r|$ and $(r_1 \cdot r_2)$ denote the usual norm and inner product on $\mathbb{R}^3$. Because of the requirement of a unit determinant, $s_{33} = \sqrt{|r_1|^2|r_2|^2 - (r_1 \cdot r_2)^2}$. Since $\exp(h_i)$ is just the reciprocal of $s_{ii}$,

\[
\exp(h_1) = |r_1| = \sqrt{e^{2\lambda} - (e^{2\lambda} - e^{-4\lambda}) \sin^2 \theta \cos^2 \phi},
\]

\[
\exp(h_3) = \frac{1}{\sqrt{|r_1|^2|r_2|^2 - (r_1 \cdot r_2)^2}} = \frac{1}{e^{\lambda} \sqrt{e^{-4\lambda} + (e^{2\lambda} - e^{-4\lambda}) \cos^2 \theta}}
\]

and $\exp(h_2) = 1/[\exp(h_1) \exp(h_3)]$.

We have

\[
(4.2) \quad \tilde{X} = \text{diag}(\tilde{h}_1, \tilde{h}_2, \tilde{h}_3) \quad \text{with} \quad \tilde{h}_1 = \frac{1}{4\pi} \int_0^{2\pi} \int_0^{\pi} h_i(\theta, \phi) \sin \theta d\theta d\phi.
\]

Using the integral formula ($a, b > 0$):

\[
\int \ln(a \pm bx^2) dx = x \ln(a \pm bx^2) - 2x + \left\{ \begin{array}{ll}
2\sqrt{a/b} \tan^{-1}(\sqrt{b/a} x) + C \quad (\pm = +) \\
\sqrt{a/b} \ln[(\sqrt{a} + \sqrt{b} x)/(\sqrt{a} - \sqrt{b} x)] + C \quad (\pm = -),
\end{array} \right.
\]

we obtain

\[
(4.3) \quad \tilde{h}_1 = \frac{1}{8\pi} \int_0^{2\pi} \int_0^{\pi} \ln[e^{2\lambda} - (e^{2\lambda} - e^{-4\lambda}) \sin^2 \theta \cos^2 \phi] \sin \theta d\theta d\phi
\]

\[
= \frac{1}{8\pi} \int_0^{2\pi} \int_0^{\pi} \ln[e^{2\lambda} - (e^{2\lambda} - e^{-4\lambda}) \cos^2 \theta] \sin \theta d\theta d\phi \quad \text{(by spherical symmetry,}
\]

noting $x = \sin \theta \cos \phi$ and $z = \cos \theta$ in spherical coordinates)

\[
= \frac{1}{2} \int_0^{1} \ln[e^{2\lambda} - (e^{2\lambda} - e^{-4\lambda})x^2] dx \quad \text{(by substitution} \ x = \cos \theta)
\]

\[
= -2\lambda - 1 + \frac{1}{2\sqrt{1 - e^{-6\lambda}}} \ln \frac{1 + \sqrt{1 - e^{-6\lambda}}}{1 - \sqrt{1 - e^{-6\lambda}}}
\]
and

\begin{equation}
\hat{h}_3 = -\frac{1}{4\pi} \int_0^{2\pi} \int_0^{\pi} \{\lambda + \frac{1}{2} \ln[e^{-4\lambda} + (e^{2\lambda} - e^{-4\lambda}) \cos^2 \theta]\} \sin \theta d\theta d\phi
\end{equation}

\begin{align*}
  &= -\lambda - \frac{1}{2} \int_0^1 \ln[e^{-4\lambda} + (e^{2\lambda} - e^{-4\lambda})x^2] dx \\
  &= -2\lambda + 1 - \frac{1}{\sqrt{e^{6\lambda} - 1}} \tan^{-1}(\sqrt{e^{6\lambda} - 1}).
\end{align*}

By (4.2), (4.3), (4.4) and \( \hat{h}_2 = -\hat{h}_1 - \hat{h}_3 \), the vector \( \hat{X} \) is now explicitly determined.

By Theorem 1.1, \( \hat{X} \in \mathfrak{a}_+ \). In the present case, this means \( \hat{h}_1 > \hat{h}_2 > \hat{h}_3 \), which may be verified directly by a numerical computation. The plot generated by the computation also demonstrates the estimate (4.1) and shows that \( \hat{X} \) is not a multiple of \( H_\rho = \text{diag}(1/6, 0, -1/6) \).
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