APPROXIMATE ANTILINEAR EIGENVALUE PROBLEMS
AND RELATED INEQUALITIES

STEPHAN RAMON GARCIA

(Communicated by Joseph A. Ball)

Abstract. If $T$ is a complex symmetric operator on a separable complex Hilbert space $\mathcal{H}$, then the spectrum $\sigma(|T|)$ of $\sqrt{T^*T}$ can be characterized in terms of a certain approximate antilinear eigenvalue problem. This approach leads to a general inequality (applicable to any bounded operator $T : \mathcal{H} \to \mathcal{H}$), in terms of the spectra of the selfadjoint operators $\text{Re} T$ and $\text{Im} T$, restricting the possible location of elements of $\sigma(|T|)$. A sharp inequality for the operator norm is produced, and the extremal operators are shown to be complex symmetric.

1. Introduction

A classical result in matrix theory asserts that the singular values of an $n \times n$ complex symmetric matrix $A$ can be characterized as the nonnegative solutions $\lambda$ to the antilinear eigenvalue problem $Ax = \lambda \overline{x}$, where $x \neq 0$ and $\overline{x}$ denotes entry-by-entry complex conjugation of a vector $x \in \mathbb{C}^n$ [13, Sect. 4.4]. A similar antilinear eigenvalue problem also characterizes the singular values of complex symmetric operators, a relatively large class that includes many standard and well-studied examples (see Section 2 for background and examples).

In this note, we establish that the spectrum $\sigma(|T|)$ of the modulus $|T| = \sqrt{T^*T}$ of a complex symmetric operator $T : \mathcal{H} \to \mathcal{H}$ (acting on a separable complex Hilbert space $\mathcal{H}$) can be characterized in terms of a certain approximate antilinear eigenvalue problem (Theorem 2). We use this approach, along with a complex symmetric block matrix technique, to derive a system of general inequalities restricting the possible location of spectral values $\lambda \in \sigma(|T|)$ for an arbitrary bounded operator $T : \mathcal{H} \to \mathcal{H}$ (Theorem 1). Finally, we note that a special case of our main inequality yields a sharp inequality for the operator norm for which the extremal operators are complex symmetric.

It is well known that the operator norm of a bounded linear operator $T : \mathcal{H} \to \mathcal{H}$ coincides with the supremum of the spectrum $\sigma(|T|)$ of the positive operator $|T| = \sqrt{T^*T}$. Moreover, the eigenvalues of $|T|$ (i.e., the singular values of $T$) are important in many applications. Our first theorem provides geometric information on the
possible location of elements of $\sigma(|T|)$ in terms of the spectra of the selfadjoint components of $T$.

**Theorem 1.** Let $T : \mathcal{H} \to \mathcal{H}$ be a bounded linear operator on a separable complex Hilbert space $\mathcal{H}$ and let $T = A + iB$ where $A$ and $B$ are selfadjoint. Every $\lambda \in \sigma(|T|)$ satisfies the inequality

$$\inf_{a \in \sigma(A)} |a + \lambda \cos \theta| \inf_{a \in \sigma(A)} |a - \lambda \cos \theta| \leq \sup_{b \in \sigma(B)} |b + \lambda \sin \theta| \sup_{b \in \sigma(B)} |b - \lambda \sin \theta|$$

for all real $\theta$ such that there exists a real sequence $\theta_n \to \theta$ such that $\pm \lambda \cos \theta_n$ belongs to the resolvent set $\rho(A)$ of $A$.

We remark that the additional parameter $\theta$ might provide some flexibility in particular applications and that the seemingly complicated restrictions on this parameter are usually trivial in practice. For example, the preceding theorem easily implies the following corollary:

**Corollary 1.** Let $T$ denote an $n \times n$ matrix with complex entries and let $T = A + iB$ where $A$ and $B$ are selfadjoint. Every eigenvalue $\lambda$ of the positive matrix $T = \sqrt{T^*T}$ satisfies the inequality

$$\min_{a \in \sigma(A)} |a + \lambda \cos \theta| \min_{a \in \sigma(A)} |a - \lambda \cos \theta| \leq \max_{b \in \sigma(B)} |b + \lambda \sin \theta| \max_{b \in \sigma(B)} |b - \lambda \sin \theta|$$

for all real $\theta$.

The proof of Theorem 1 relies on a recent factorization theorem (Lemma 1) for the class of complex symmetric operators. We therefore require a few preliminary remarks before we begin the proof.

2. Complex symmetric operators

Suppose that $\mathcal{H}$ is a separable complex Hilbert space endowed with a conjugation $C : \mathcal{H} \to \mathcal{H}$. Specifically, this means that $C$ is an antilinear (i.e., conjugate linear) operator on $\mathcal{H}$ that is involutive ($C^2 = I$) and isometric, meaning that $\langle x, y \rangle = \langle Cx, Cy \rangle$ holds for all $x, y$ in $\mathcal{H}$. A bounded operator $T : \mathcal{H} \to \mathcal{H}$ is called $C$-symmetric if $T = CT^*C$ and complex symmetric if it is $C$-symmetric with respect to some conjugation $C$.

For a fixed conjugation $C$, there exists an orthonormal basis $(e_n)_{n=1}^{\dim \mathcal{H}}$ of $\mathcal{H}$ such that $Ce_n = e_n$ for all $n$ [9, Lem. 1]. We refer to such a basis as a $C$-real orthonormal basis and note that the matrix representation of a $C$-symmetric operator with respect to such a basis is symmetric (see [9, Prop. 2] or [8, Sect. 2.4]). In particular, an operator $T$ is complex symmetric if and only if it is unitarily equivalent to a symmetric matrix with complex entries, considered as an operator on an $l^2$ space of the appropriate dimension.

The class of complex symmetric operators contains many standard and well-known operators. Consider the following examples:

**Example 1.** Operators on $\mathbb{C}^n$ induced by symmetric matrices with complex entries are complex symmetric (the corresponding conjugation $C$ being entry-by-entry complex conjugation). The study of such matrices has deep classical roots [15, 20, 23, 24, 25] and the connection between complex symmetric matrices and univalent function theory has long been known (see [5, Sect. 4.4] and [6]). Complex symmetric matrices also appear in the consideration of quantum reaction dynamics [2], the numerical simulation of high-voltage insulators [19], and thermoelastic
wave propagation [22]. They have also been the focus of recent algorithmic work (see [1, 12, 14], for example). The basic theory of complex symmetric matrices is discussed in the texts [7, 13].

**Example 2.** Since a Hankel matrix is symmetric, any (finite or infinite) Hankel matrix defines a complex symmetric operator on its associated \( l^2 \) space. Moreover, Hankel operators on Hardy spaces enjoy a prominent role in mathematical systems theory (see the recent texts [16, 17]).

**Example 3.** All normal operators are complex symmetric. Indeed, if \( M_z \) denotes the operator of multiplication by the independent variable on a Lebesgue space \( L^2(\mu) \) (where \( \mu \) is a compactly supported Borel measure on \( \mathbb{C} \)), then \( M_z = CM_z^*C \), where \( C \) denotes complex conjugation on \( L^2(\mu) \). The spectral theorem asserts that any normal operator can be represented as a direct sum of such operators, and hence any normal operator is complex symmetric.

**Example 4.** Every \( n \times n \) Toeplitz matrix induces a complex symmetric operator on \( \mathbb{C}^n \). Indeed, this simply reflects the symmetry of a Toeplitz matrix with respect to the counter-diagonal. More generally, all compressed Toeplitz operators on the Hardy space \( H^2 \) are complex symmetric [8, 9, 10]. This includes all (scalar) Jordan models operators (often called compressed shifts), the natural infinite-dimensional counterparts of the familiar Jordan blocks from linear algebra (see the texts [3, 16] for background). We should also mention the recent paper [4], which characterizes complex symmetric contractions in terms of their characteristic functions. In particular, an explicit description of all complex symmetric contractions with defect index 1 or 2 is now known.

**Example 5.** Another family of examples is furnished by considering integral operators whose kernels possess certain functional symmetries. For example, the Volterra integration operator 
\[
[Vf](x) = \int_0^x f(t) \, dt
\]
on \( L^2[0, 1] \) is C-symmetric with respect to \( [Cf](x) = f(1-x) \).

Although there are many other examples, we restrict ourselves here to these few in order to proceed to the matter at hand.

### 3. Approximate Antilinear Eigenvalue Problems

Recall that the polar decomposition \( T = U|T| \) of an operator \( T : \mathcal{H} \to \mathcal{H} \) expresses \( T \) uniquely as the product of a positive operator \( |T| = \sqrt{T^*T} \) and a partial isometry \( U \) which satisfies \( \ker U = \ker |T| \) and maps \( \cl \ran |T| \) onto \( \cl \ran T \). If \( T \) is a \( C \)-symmetric operator, then we can decompose the partial isometry \( U \) as the product of \( C \) with a partial conjugation. We say that an antilinear operator \( J \) is a partial conjugation if \( J \) restricts to a conjugation on \( (\ker J)^\perp \) (with values in the same space). In particular, the linear operator \( J^2 \) is the orthogonal projection onto the closed subspace \( \ran J = (\ker J)^\perp \).

The following lemma, whose proof we briefly sketch, is from [10]:

**Lemma 1.** If \( T : \mathcal{H} \to \mathcal{H} \) is a bounded \( C \)-symmetric operator, then \( T = CJ|T| \), where \( J \) is a partial conjugation, supported on \( \cl \ran |T| \), which commutes with \( |T| = \sqrt{T^*T} \).
Proof. Write the polar decomposition \( T = U|T| \) of \( T \) and note that \( T = CT^*C = C|T|U^*C = (CU^*C)(CU|T|U^*C) \) since \( U^*U \) is the orthogonal projection onto \( \text{cl ran } |T| \). One shows that \( \ker CU^*C = \ker CU|T|U^*C \), notes that \( CU^*C \) is a partial isometry and that \( CU|T|U^*C \) is positive, then concludes from the uniqueness of the terms in the polar decomposition that \( U = CU^*C \) (so that \( U \) is \( C \)-symmetric) and that the antilinear operator \( J = CU = U^*C \) commutes with \( |T| \). One then verifies that \( J \) is a partial conjugation supported on \( \text{cl ran } |T| \). □

Now recall that Weyl’s criterion [18, Thm. VII.12] states that if \( A \) is a bounded selfadjoint operator, then \( \lambda \in \sigma(A) \) if and only if there exists a sequence \( f_n \) of unit vectors so that \( \lim_{n \to \infty} \|(A - \lambda I)f_n\| = 0 \). The following theorem characterizes \( \sigma(|T|) \) in terms of what one might call an approximate antilinear eigenvalue problem:

**Theorem 2.** If \( T \) is a bounded \( C \)-symmetric operator and \( \lambda \geq 0 \), then

(i) \( \lambda \) belongs to \( \sigma(|T|) \) if and only if there exists a sequence of unit vectors \( f_n \) such that \( \lim_{n \to \infty} \|(T - \lambda C)f_n\| = 0 \). Moreover, the \( f_n \) may be chosen so that \( Jf_n = f_n \) for all \( n \) (here \( J \) denotes the partial conjugation from Lemma 1).

(ii) \( \lambda \) is an eigenvalue of \( |T| \) (i.e., a singular value of \( T \)) if and only if the antilinear eigenvalue problem \( Tf = \lambda C f \) has a nonzero solution \( f \). Moreover, \( f \) may be chosen so that \( Jf = f \).

**Proof.** The second assertion of the theorem, which follows easily from the first, is proved in [10], and hence only the first assertion requires proof. Without loss of generality, we may assume that the partial conjugation \( J \) in the factorization \( T = CJ|T| \) of Lemma 1 is a conjugation on all of \( \mathcal{H} \) since we need only add a partial conjugation supported on the complementary space \( \ker |T| \) to obtain a conjugation on all of \( \mathcal{H} \) which agrees with \( J \) on \( \text{cl ran } |T| \).

By Weyl’s criterion, \( \lambda \geq 0 \) belongs to \( \sigma(|T|) \) if and only if there exists a sequence \( u_n \) of unit vectors so that \( \| |T|u_n - \lambda u_n \| \to 0 \). Since \( J \) is isometric and commutes with \( |T| \), this happens if and only if \( \| |T|Ju_n - \lambda Ju_n \| \to 0 \) as well. Since not both of \( \frac{1}{2}(u_n + Ju_n) \) and \( \frac{1}{2}(u_n - Ju_n) \) can be zero for a given \( n \), we can obtain a sequence of unit vectors \( f_n \) with the property that \( Jf_n = f_n \) and that \( \|(T - \lambda C)f_n\| = \|CTf_n - \lambda f_n\| = \|J(Tf_n - \lambda f_n)\| = \|Tf_n - \lambda f_n\| \) tends to 0. On the other hand, if a sequence \( f_n \) satisfying (i) exists, then it follows from Lemma 1 that \( \lim_{n \to \infty} \|(T| - \lambda)f_n\| = 0 \). By Weyl’s criterion, \( \lambda \in \sigma(|T|) \).

We are now ready to begin the proof of Theorem 1.

4. PROOF OF THEOREM 1

The proof of Theorem 1 consists of two main parts. First, we prove the theorem in the special case where \( T \) is a complex symmetric operator. The proof of the general case will follow from the complex symmetric case via a block matrix argument.

**Part I:** Assume that \( T \) is a complex symmetric operator. In other words, there exists a conjugation \( C : \mathcal{H} \to \mathcal{H} \) so that \( T = CT^*C \). By Theorem 2, a real number \( \lambda \geq 0 \) belongs to \( \sigma(|T|) \) if and only if there exists a sequence of unit vectors \( f_n \) such that \( \|Tf_n - \lambda C f_n\| \to 0 \). Given a real number \( \theta \), write \( f_n = e^{-i\theta/2}g_n \) and note that (since \( C \) is antilinear) the unit vectors \( g_n \) have the property that \( \|Tg_n - e^{i\theta} \lambda C g_n\| \to 0 \). We next decompose the \( g_n \) into their \( C \)-real and \( C \)-imaginary
I defined by \( H \) is any conjugation on \( \mathbb{R} \). Rearranging the preceding inequality yields (1).

\[
(A - \lambda \cos \theta)x_n - (B + \lambda \sin \theta)y_n + i[(B - \lambda \sin \theta)x_n + (A + \lambda \cos \theta)y_n]
\]
tends to zero. In particular, the \( C \)-real and \( C \)-imaginary components of (2) both tend to zero separately. We therefore see that

\[
(A - \lambda \cos \theta)x_n - (B + \lambda \sin \theta)y_n \to 0,
\]

\[
(B - \lambda \sin \theta)x_n + (A + \lambda \cos \theta)y_n \to 0.
\]

Now observe that we may assume that the operators \( A \pm \lambda \cos \theta \) are both invertible. Indeed, the hypothesis of the theorem asserts that there is a sequence \( \theta_n \to \theta \) such that the operators \( A \pm \lambda \cos \theta_n \) are invertible. If we establish the desired inequality (1) with \( \theta_n \) in place of \( \theta \), then (1) will follow after passing to the limit. If the operators \( A \pm \lambda \cos \theta \) are both invertible, then we derive from (3) and (4) that

\[
[I + (A + \lambda \cos \theta)^{-1}(B - \lambda \sin \theta)(A - \lambda \cos \theta)^{-1}(B + \lambda \sin \theta)]y_n \to 0.
\]

There are two possible cases:

**Case 1:** If \( y_n \to 0 \), then \( \|x_n\| \to 1 \) and, since \( \|Tg_n - e^{i\theta} \lambda C g_n\| \to 0 \), we find that \( \|Tx_n - e^{i\theta} \lambda x_n\| \) also tends to zero. Since \( T = C T^* C \) and \( C x_n = x_n \) for all \( n \), it also follows that \( \|T^* x_n - e^{-i\theta} \lambda x_n\| \to 0 \). However, this would imply that

\[
\|(A - \lambda \cos \theta)x_n\| = \frac{1}{\|x_n\|} \|\frac{1}{2}(T + T^*)x_n - \frac{1}{2}(e^{i\theta} + e^{-i\theta})\lambda x_n\|
\]

\[
\leq \frac{1}{2\|x_n\|} \|T x_n - e^{i\theta} \lambda x_n\| + \frac{1}{2\|x_n\|} \|T^* x_n - e^{-i\theta} \lambda x_n\|
\]
tends to zero as well, contradicting the assumption that \( A - \lambda \cos \theta \) was invertible.

**Case 2:** If \( y_n \) does not tend to zero, then there exists a subsequence of \( y_n \) that is bounded away from zero. It therefore follows from (5) that the operator

\[
I + (A + \lambda \cos \theta)^{-1}(B - \lambda \sin \theta)(A - \lambda \cos \theta)^{-1}(B + \lambda \sin \theta)
\]
is not invertible and hence

\[
1 \leq \|(A + \lambda \cos \theta)^{-1}(B - \lambda \sin \theta)(A - \lambda \cos \theta)^{-1}(B + \lambda \sin \theta)\|
\]

\[
\leq \|(A + \lambda \cos \theta)^{-1}\| \|(A - \lambda \cos \theta)^{-1}\| \|B + \lambda \sin \theta\| \|B - \lambda \sin \theta\|
\]

\[
\leq \sup_{a \in \sigma(A)} |a + \lambda \cos \theta|^{-1} \sup_{a \in \sigma(A)} |a - \lambda \cos \theta|^{-1} \sup_{b \in \sigma(B)} |b + \lambda \sin \theta| \sup_{b \in \sigma(B)} |b - \lambda \sin \theta|.
\]

Rearranging the preceding inequality yields (1).

**Part II:** Now suppose that \( T \) is a bounded (not necessarily complex symmetric) operator and let \( T = A + iB \), where \( A \) and \( B \) are both selfadjoint operators. If \( C \) is any conjugation on \( \mathcal{H} \), then it is easily verified that the operator \( \widetilde{T} \) on \( \mathcal{H} \oplus \mathcal{H} \) defined by

\[
\widetilde{T} = \begin{pmatrix} T & 0 \\ 0 & CT^* C \end{pmatrix}
\]
is a \( \tilde{C} \)-symmetric extension of \( T \). Here \( \tilde{C} \) denotes the conjugation

\[
\tilde{C} = \begin{pmatrix} 0 & C \\ C & 0 \end{pmatrix}
\]
acting on $\mathcal{H} \oplus \mathcal{H}$. Decomposing $\tilde{T}$ into its real and imaginary components, we find that $T = \tilde{A} + i\tilde{B}$ where the operators $\tilde{A}$ and $\tilde{B}$, given by

$$\tilde{A} = \begin{pmatrix} A & 0 \\ 0 & CAC \end{pmatrix}, \quad \tilde{B} = \begin{pmatrix} B & 0 \\ 0 & CBC \end{pmatrix},$$

are selfadjoint, $\tilde{C}$-symmetric, and satisfy $\sigma(\tilde{A}) = \sigma(A)$ and $\sigma(\tilde{B}) = \sigma(B)$. Since

$$\tilde{T}^* \tilde{T} = \begin{pmatrix} T^*T & 0 \\ 0 & CTT^*C \end{pmatrix},$$

we also see that the nonzero elements $\sigma(|T|)$ and $\sigma(|\tilde{T}|)$ are identical (see [11, Pr.76]).

Proceeding as in Part I, we find a sequence of unit vectors $\tilde{g}_n$ in $\mathcal{H} \oplus \mathcal{H}$ such that $\|\tilde{T} \tilde{g}_n - e^{i\theta} \lambda \tilde{C} \tilde{g}_n\| \to 0$. Since the vectors left fixed by the conjugation $\tilde{C}$ are precisely those of the form $(x, Cx)$ where $x$ is a vector in $\mathcal{H}$, we decompose the $\tilde{g}_n$ in terms of their $\tilde{C}$-real and $\tilde{C}$-imaginary components:

$$\tilde{g}_n = \tilde{x}_n + i\tilde{y}_n = \begin{pmatrix} x_n \\ Cx_n \end{pmatrix} + i \begin{pmatrix} y_n \\ Cy_n \end{pmatrix},$$

where the $x_n$ and $y_n$ are not necessarily fixed by the original conjugation $C$. As before, we may assume that the operators $\tilde{A} \pm \lambda \cos \theta$ are both invertible and reach the analog of (5).

**Case 1:** If $\tilde{y}_n$ tends to zero, then as in Case 1 of Part I it follows that $\|\tilde{x}_n\| \to 1$ whence $\|x_n\|$ tends to $1/\sqrt{2}$ and $\|T\tilde{x}_n - e^{i\theta} \lambda \tilde{C} \tilde{x}_n\| \to 0$. Since

$$\begin{pmatrix} T & 0 \\ 0 & CTT^*C \end{pmatrix} \begin{pmatrix} x_n \\ Cx_n \end{pmatrix} = e^{i\theta} \lambda \begin{pmatrix} x_n \\ Cx_n \end{pmatrix}$$

tends to zero, it follows that $\|Tx_n - e^{i\theta} \lambda x_n\|$ and $\|T^*x_n - e^{i\theta} \lambda x_n\|$ both tend to zero separately. As before, we deduce from this that the operator $\tilde{A} - \lambda \cos \theta$ (and hence $A - \lambda \cos \theta$) is not invertible, a contradiction.

**Case 2:** Since $\tilde{y}_n$ cannot tend to zero, we can deduce as before that

$$(\tilde{A} + \lambda \cos \theta)^{-1}(\tilde{B} - \lambda \sin \theta)(\tilde{A} - \lambda \cos \theta)^{-1}(\tilde{B} + \lambda \sin \theta)$$

has norm $\geq 1$. Since the selfadjoint operators $\tilde{A}$ and $\tilde{B}$ have precisely the same spectra as $A$ and $B$, respectively, we may proceed as we did in Case 2 of Part I to complete the proof.

5. A Sharp Inequality for the Operator Norm

We conclude this note with a few special cases of Theorem 1. Although the following estimates are not deep and can be proved by different (admittedly simpler, see below) means, they do illustrate that one can indeed obtain sharp inequalities using Theorem 1. Moreover, we will also observe that complex symmetric operators play the role of extremal operators for these inequalities.

**Corollary 2.** If $A$ and $B$ are selfadjoint, then

$$\|A + iB\| \leq \frac{a_+ - a_-}{2} + \sqrt{\left(\frac{a_+ + a_-}{2}\right)^2 + \|B\|^2},$$

(6)
where \( a_+ = \sup \sigma(A) \) and \( a_- = \inf \sigma(A) \). Given the data \( \{a_+, a_-, \|B\|\} \), the inequality (6) is sharp in the sense that there exists an operator \( T = A + iB \) with the given data for which equality holds.

**Proof.** We may assume that \( T = A + iB \neq 0 \) so that \( \lambda_+ = \sup \sigma(|T|) = \|T\| > 0 \). Since \( A \) and \( B \) are selfadjoint, it is clear that

\[
\|A\| = \sup_{\|x\|=1} |\langle Ax, x \rangle| \leq \sup_{\|x\|=1} \sqrt{(Ax, x)^2 + (Bx, x)^2} = \sup_{\|x\|=1} |\langle Tx, x \rangle| \leq |T|.
\]

If either \( |a_+| = \lambda_+ \) or \( |a_-| = \lambda_+ \), then

\[
\|T\| = \max\{|a_+|, |a_-|\} = \frac{1}{2} |a_+ - a_-| + \frac{1}{2} |a_+ + a_-|,
\]

whence (6) is automatically satisfied. On the other hand, if \( \max\{|a_+|, |a_-|\} < \lambda_+ \), then \( |a| < \lambda_+ \) holds for each \( \lambda \in \sigma(A) \). In particular, we see that

\[
\inf_{a \in \sigma(A)} |a + \lambda| = \lambda_+ + a_-, \\
\inf_{a \in \sigma(A)} |a - \lambda| = \lambda_+ - a_+.
\]

Since \( \sup_{b \in \sigma(B)} |b| = \|B\| \), applying inequality (1) of Theorem 1 with \( \theta = 0 \) we find that

\[
(\lambda_+ + a_-)(\lambda_+ - a_-) \leq \|B\|^2.
\]

This yields the quadratic inequality

\[
\lambda_+^2 - (a_+ - a_-)\lambda_+ - (a_+a_- + \|B\|^2) \leq 0.
\]

A straightforward analysis of the polynomial \( p(t) = t^2 - (a_+ - a_-)t - (a_+a_- + \|B\|^2) \) yields the inequality (6).

If data \( \{a_1, a_2, b\} \) is specified (where \( a_1 \geq a_2 \) and \( b \geq 0 \)), then the operator \( T : \mathbb{C}^2 \to \mathbb{C}^2 \) defined by the complex symmetric matrix

\[
\begin{pmatrix}
a_1 & ib \\
ib & a_2
\end{pmatrix}
= \begin{pmatrix}
a_1 & 0 \\
0 & a_2
\end{pmatrix} + i \begin{pmatrix}
0 & b \\
b & 0
\end{pmatrix}
\]

clearly satisfies \( \sigma(A) = \{a_1, a_2\} \) (so that \( a_+ = a_1 \) and \( a_- = a_2 \)) and \( \|B\| = b \). A direct computation shows that the norm of \( T \) is given by

\[
\frac{a_1 - a_2}{2} + \sqrt{\left(\frac{a_1 + a_2}{2}\right)^2 + b^2}.
\]

The easiest way to verify this is to calculate the eigenvalues of the selfadjoint operator \( T^*T \) and compare them to the square of the expression above. In particular, this example shows that (6) provides the best possible upper bound on \( \|A + iB\| \), given only the data \( \{a_+, a_-, \|B\|\} \).

We should also mention another proof of Corollary 2. Let \( \alpha = \frac{1}{2}(a_+ + a_-) \) and write \( A + iB = (A - \alpha I) + (iB + \alpha I) \). It follows from the triangle inequality that

\[
\|A + iB\| \leq \|A - \alpha I\| + \|iB + \alpha I\|.
\]

It is easy to see that the operator \( A - \alpha I \) has norm \( \frac{1}{2}(a_+ - a_-) \) and that the normal operator \( iB + \alpha I \) has norm \( \|iB + \alpha I\| = \sqrt{\alpha^2 + \|B\|^2} \). A similar approach even yields the inequality

\[
\|A + iB\| \leq \sqrt{\left(\frac{a_+ - a_-}{2}\right)^2 + \left(\frac{b_1 + b_2}{2}\right)^2 + \sqrt{\left(\frac{a_+ + a_-}{2}\right)^2 + \left(\frac{b_1 - b_2}{2}\right)^2}},
\]

which takes into account the additional data \( b_+ = \sup \sigma(B) \) and \( b_- = \inf \sigma(B) \).
Example 6. It is well known that the Volterra integration operator

\[ (Tf)(x) = \int_0^x f(y) \, dy \]
on \( L^2[0,1] \) has norm equal to \( 2/\pi \approx 0.63662 \). A straightforward derivation of this fact can be found in [11, Problem 188], and an approach using antilinear eigenvalue problems for complex symmetric operators is discussed in [10]. The Cartesian decomposition of the Volterra operator into its real and imaginary components is

\[ (Tf)(x) = \left[ \frac{1}{2} \int_0^1 f(y) \, dy \right] + i \frac{1}{2i} \left[ \int_0^x f(y) \, dy + \int_1^x f(y) \, dy \right] . \]

In particular, we note that \( A \) is a rank-one operator with \( \|A\| = a_+ = 1/2 \) and \( a_- = 0 \). Since the imaginary component

\[ (Bf)(x) = \frac{1}{2i} \left( \int_0^x f(y) \, dy + \int_1^x f(y) \, dy \right) \]
is a compact selfadjoint operator, finding \( \sigma(B) \) amounts to a straightforward eigenvalue problem. A routine calculation shows that \( \sigma(B) = \left\{ ((2n+1)\pi)^{-1} : n \in \mathbb{Z} \right\} \) whence \( \|B\| = 1/\pi \). Applying (6) to this data, we find that \( \|T\| \leq 0.65475 \), which is substantially closer to the true value \( \|T\| \approx 0.63662 \) than the bound \( \|T\| \leq \|A\| + \|B\| \approx 0.81831 \) provided from the triangle inequality.

We conclude with another simple corollary. Recall that an operator \( T = A + iB \) is called a contraction if \( \|T\| \leq 1 \). It is not hard to see that \( \|A\| \leq 1 \) is necessary for \( T \) to be a contraction. Equally clear is that if \( A \) is a contraction, then the condition \( \|B\| \leq 1 - \|A\| \) is sufficient for \( T \) to be a contraction. One can say a little more:

**Corollary 3.** If \( A \) is a selfadjoint contraction, \( a_+ = \sup \sigma(A) \), and \( a_- = \sup \sigma(A) \), then \( T = A + iB \) is a contraction for any selfadjoint operator \( B \) satisfying

\[ \|B\| \leq \sqrt{(1-a_+)(1+a_-)} . \]  

Moreover, the inequality (8) is sharp in the sense that given the data \( \{a_+, a_-\} \), there exists a selfadjoint operator \( A \) such that \( a_+ = \sup \sigma(A) \) and \( a_- = \inf \sigma(A) \) and a selfadjoint operator \( B \) such that \( T = A + iB \) is a contraction and \( \|B\| = \sqrt{(1-a_+)(1+a_-)} \).

**Proof.** The upper bound on \( \|B\| \) follows from the inequality (6) upon setting the right-hand side of (6) equal to 1 and performing a straightforward computation. That the inequality (8) is sharp follows from the fact that the inequality (6) is sharp. In other words, the same \( 2 \times 2 \) matrices \( A \) and \( B \) (with \( a_+ = a_1 \), \( a_- = a_2 \), and \( b = \sqrt{(1-a_+)(1+a_-)} \)) from the proof of Corollary 2 will furnish an example showing that (8) is sharp. \( \square \)
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