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ABSTRACT. We obtain sufficient conditions for bifurcation of homoclinic trajectories of nonautonomous Hamiltonian vector fields parametrized by a circle, together with estimates for the number of bifurcation points in terms of the Maslov index of the asymptotic stable and unstable bundles of the linearization at the stationary branch.

1. Introduction

In [6] we studied bifurcation of homoclinic solutions of nonautonomous differential equations parametrized by a circle in terms of asymptotic behavior of its coefficients. The main result of that paper was obtained by means of an elementary index theorem relating the asymptotic stable bundles at plus and minus infinity to the index bundle of the family of Fredholm operators obtained by linearization of the equation at points of the trivial branch. In this paper we will discuss a refinement of this result in the special case of Hamiltonian systems but, this time, using an index theorem for one parameter families of real self-adjoint Fredholm operators.

On the analytical side a special feature of Hamiltonian systems is the variational structure of the induced nonlinear operator on function spaces. Thanks to this, bifurcation of homoclinics can be reduced to the study of bifurcation of critical points of a parametrized family of functionals. For functionals having only critical points with finite Morse indices it is a folklore result that bifurcation from a branch of critical points is produced by a jump in Morse index. Since the functionals under consideration here have infinite Morse indices, in order to detect bifurcation we have to consider instead the spectral flow of the family of self-adjoint Fredholm operators obtained by linearizing the equation at points of the trivial branch [5]. The spectral flow counts algebraically the number of eigenvalues crossing 0, and hence it provides an appropriate substitute for the difference in Morse index in our setting.

On the topological side the peculiarity of the Hamiltonian case is due to the fact that the stable and unstable bundles of a linear Hamiltonian system are Lagrangian.
with respect to the canonical symplectic structure on the phase space. In this context there is a well known obstruction to transversal intersection of two Lagrangian subbundles, namely the Maslov index. Denoting by \( E_s^\pm, E_u^\pm \) the stable and unstable asymptotic bundles of the system at \( \pm\infty \), respectively, our index theorem, Theorem 2.1 asserts that the spectral flow of the linearization at points of the trivial branch of stationary solutions equals the relative Maslov index \( \mu(E_s^+, E_u^-) \). This, together with the bifurcation theorem in [5], leads to our main result, Theorem 2.2 (i): bifurcation of homoclinics arises whenever \( \mu(E_s^+, E_u^-) \neq 0 \).

It is easy to see that mod 2 reduction of the Maslov index coincides with the invariant \( \omega_1 \) used in [6]. Hence, Theorem 2.2 improves the main result of [6] in the case of Hamiltonian systems. However here we do not obtain a homoclinic solution \( u \) with \( ||u|| = \epsilon \) for all \( \epsilon \) small enough, as was done in [6]. Instead, thanks to the variational structure of the problem, we obtain an estimate from below for the number of bifurcation points in terms of \( \mu(E_s^+, E_u^-) \). This estimate, valid only in the Hamiltonian case, is of considerable interest since \( \mu(E_s^+, E_u^-) \) is computable directly from the coefficients of the linearized system. In this regard Theorem 2.2 (ii) says, roughly speaking, the following: the larger the relative twist of coefficients of the linearized system at \( \pm\infty \), the more homoclinic solutions bifurcate from the stationary branch.

Let us point out here that one can expect to find a nonvanishing bifurcation invariant computable from the coefficients of the linearization only in the presence of a topologically nontrivial parameter space such as \( S^1 \). Bifurcation invariants of a system parametrized by an interval depend on stable and unstable subspaces of the original equation. These subspaces can be found only by solving explicitly the corresponding nonautonomous differential equation (see [4]).

While the statements of the results here parallel those in [6], with an exception made in the estimate of Theorem 2.2 (ii), the proofs are completely different and use in an essential way both the symplectic and the variational structures of the problem. The index theorem is proved by means of a sequence of deformations of the principal symbol typical of elliptic topology [2]. The proof of the existence of bifurcation uses weak solutions in order to recast the problem to a general bifurcation theorem for critical points proved in [5].

In [3] the bifurcation of intersections of Lagrangian submanifolds was studied by more geometric methods. The methods of that paper are, at least in principle, suitable to our purpose since homoclinic solutions of Hamiltonian systems correspond to intersection points of local stable and unstable manifolds of the vector field, which are Lagrangian in our case. However this approach runs short in technical problems connected with the realization of Lagrangian submanifolds of the cotangent bundle as the set of Lagrange multipliers of a family of smooth functionals.

2. The main results

We consider the system

\[
\begin{cases}
Ju'(t) + \nabla H(\lambda, t, u(t)) = 0, \\
\lim_{t \to +\infty} u(t) = \lim_{t \to -\infty} u(t) = 0
\end{cases}
\]

depending on a parameter \( \lambda \) belonging to the circle \( S^1 \).

Here \( J \) is the matrix representing the canonical symplectic form \( \omega \) on \( \mathbb{R}^{2n} \) against the scalar product, \( H: S^1 \times \mathbb{R} \times \mathbb{R}^{2n} \to \mathbb{R} \) is \( C^2 \) with \( \nabla H(\lambda, t, 0) = 0 \).
Because of the last condition, for every \( \lambda \in S^1 \), the pair \((\lambda, 0)\) is a trivial stationary solution of the above equation. Homoclinic solutions are the nontrivial solutions of (2.1), i.e., solutions \((\lambda, u)\) with \(u \neq 0\). The image of \(u\) is a homoclinic trajectory of the corresponding Hamiltonian vector field.

For each \( \lambda \in S^1 \) the linearization of (2.1) at \( u \equiv 0 \) is given by

\[
\begin{cases}
Ju'(t) + A(\lambda, t)u(t) = 0, \\
\lim_{t \to +\infty} u(t) = \lim_{t \to -\infty} u(t) = 0
\end{cases}
\]

where \( A(\lambda, t) = D^2_H \lambda(\lambda, t, 0) \).

We will assume:

\begin{itemize}
  \item[A0] \( H(\lambda, t, u) = 1/2(A(\lambda, t)u, u) + G(\lambda, t, u) \), where \( G(\lambda, t, u) \) vanishes up to second order at \( u = 0 \) and there is a \( \beta > 0 \), \( C \geq 0 \) and \( g \in H^1(R) \) such that \( |D^2_H G(\lambda, t, u)| \leq g(t) + C|u|^\beta \).
  \item[A1] As \( t \to \pm \infty \), \( A(\lambda, t) \) converges uniformly to a family of matrices \( A(\lambda, \pm \infty) \) such that \( S^\pm(\lambda) = JA(\lambda, \pm \infty) \) are hyperbolic matrices, i.e., with no eigenvalues on the imaginary axis.
  \item[A2] For some fixed \( \lambda_0 \in S^1 \), (2.2) admits only the trivial solution \( u \equiv 0 \).
\end{itemize}

It is shown in [7], Theorem 2.11, that, under assumption (A1), for each \( \lambda \in S^1 \) the operator \( L_\lambda \) defined by

\[
L_\lambda u = Ju'(t) + A(\lambda, t)u(t)
\]

is an unbounded Fredholm self-adjoint operator in \( L^2 = L^2(R; R^{2n}) \) with domain \( D \) given by the space \( H^1 = H^1(R; R^{2n}) \) of all absolutely continuous \( L^2 \) functions with derivative in \( L^2 \).

The assumption (A1) can be reformulated as follows: if we define the principal symbol of \( L_\lambda \) by \( \sigma^\pm(L_\lambda, \eta) = i\lambda \eta + A^\pm(\lambda, \pm \infty) \eta \), then the hyperbolicity of \( S^\pm(\lambda) \) is equivalent to the classical ellipticity condition \( \det \sigma^\pm(L_\lambda, \eta) \neq 0 \) for all real \( \eta \neq 0 \). From this point of view systems of first order ordinary differential operators verifying (A1) should be called elliptic. Notice that here, since we are working on an unbounded domain and since the principal symbol should be invariant under compact perturbations, we must incorporate in the principal symbol the asymptotic coefficients of the lower order term at infinity.

In what follows instead of \( \sigma^\pm(L_\lambda, \eta) \) we will work directly with \( (S^+(\lambda), S^-(\lambda)) \). A matrix of the form \( M = JA \) with \( A \) symmetric is called Hamiltonian. In terms of the symplectic form \( \omega, M \) is Hamiltonian if and only if \( \omega(Mu, v) + \omega(u, Mv) = 0 \). Thus, Hamiltonian matrices are elements of the Lie algebra of the group \( Sp(n) \) of symplectic isomorphisms of \( R^{2n} \). Let us denote by \( \mathcal{H}(2n) \) the set of all Hamiltonian hyperbolic \( 2n \times 2n \)-matrices. By assumption (A1), \( S^\pm(\lambda) \in \mathcal{H}(2n) \) for all \( \lambda \in S^1 \). The map \( S: S^1 \to \mathcal{H}(2n) \) defined by \( S(\lambda) = (S^+(\lambda), S^-(\lambda)) \) will be called the asymptotic symbol or simply the symbol of the family \( L \equiv \{L_\lambda\}_{\lambda \in S^1} \).

To each closed path \( L \) of unbounded self-adjoint Fredholm operators there is associated an integral valued invariant \( sf(L) \) called spectral flow. Roughly speaking, \( sf(L) \) is the number of negative eigenvalues of \( L_\lambda \) that become positive as the parameter moves around the circle minus the number of positive eigenvalues that become negative. One possible interpretation parallels that of parity used in [3]. One can see the spectral flow as an intersection number of the path with the one
codimensional singular variety $\Sigma$ of all noninvertible self-adjoint Fredholm operators. The variety $\Sigma$ is naturally co-oriented in the self-adjoint case. Therefore the intersection index is an integer rather than an integer mod 2 as in [6].

The construction of the spectral flow can be made in great generality, but here we will deal only with paths of operators defined by (2.3). We will use the approach of [7]. Each $L_\lambda$ is a bounded perturbation of $D = Ju'$ and hence, endowing $H^1$ with its own norm, i.e., the graph norm of $D$, each $L_\lambda$ is bounded from $H^1$ to $L^2$ and, under our assumptions, $L : S^1 \to \mathcal{L}(H^1, L^2)$ is a closed path in this space.

In what follows we will need to consider more general paths, which are not necessarily closed. If $L : [a, b] \to \mathcal{L}(H^1, L^2)$ is a $C^1$–path of Fredholm self-adjoint operators given by (2.3), the crossing form of $L$ at $\lambda \in [a, b]$ is the quadratic form $Q(L, \lambda)$ defined on $\ker L_\lambda$ by $Q(L, \lambda)v = \langle L_\lambda v, v \rangle$. The point $\lambda$ is called a regular crossing point if $Q(L, \lambda)$ is a nondegenerate quadratic form. If all points of the singular set $\Sigma(L) = \{\lambda/ \ker L_\lambda \neq 0\}$ are regular, then $\Sigma$ is a finite set and by definition $\mathrm{sf}(L) = \sum_{\lambda \in \Sigma} \mathrm{sig} Q(L, \lambda)$, where sig denotes the signature of a quadratic form. The spectral flow for general continuous paths is defined by approximation with differentiable paths having only regular crossing points. We will consider only nonclosed paths such that both $L_a$ and $L_b$ are invertible, because in this case the spectral flow is invariant by homotopies keeping the end points of the path invertible. Let us observe here that, on the contrary, the spectral flow of closed paths is invariant under general (free) homotopies [5]. Clearly, the spectral flow is additive under concatenation of paths and a point-wise direct sum of operators.

If $A, \tilde{A} : S^1 \times \mathbb{R} \to \mathcal{M}_{sym}(2n)$ are two families of symmetric matrices verifying (A1) and such that $\lim_{t \to \pm \infty} A(\lambda, t) = \lim_{t \to \pm \infty} \tilde{A}(\lambda, t)$, then

\begin{equation}
H(\lambda, s)u = J u'(t) + s A(\lambda, t) u(t) + (1 - s) \tilde{A}(\lambda, t)
\end{equation}

is a homotopy of Fredholm self-adjoint operators between the associated differential operators $L$ and $\tilde{L}$. This shows that the spectral flow of $L$ depends only on the symbol of the family.

On the topological side, from assumption (A1) it follows that the families of vector spaces $E^\pm_\lambda$, $E^{u\pm}_\lambda$, $\lambda \in S^1$, whose elements are (real) generalized eigenvectors corresponding to the spectrum of $S^\pm(\lambda) = JA(\lambda, \pm \infty)$ on the left and right half plane, respectively, form two pairs of vector bundles $E^\pm$ and $E^{u\pm}$ over $S^1$ such that each pair decomposes the trivial bundle $\Theta(2n) = S^1 \times \mathbb{R}^{2n}$ into a direct sum $E^\pm \oplus E^{u\pm} = \Theta(2n)$. We will call them the stable and unstable asymptotic bundles, respectively.

Because the system (2.2) is Hamiltonian, the asymptotic stable and unstable bundles are Lagrangian subbundles of the symplectic bundle $\Theta(2n) = S^1 \times \mathbb{R}^{2n}$ where $\mathbb{R}^{2n}$ is endowed with the canonical symplectic form $\omega[u, v] = \langle Ju, v \rangle$. In order to show this, it is enough to observe that both bundles can be characterized in terms of the decay of solutions of the linear system associated to $S^\pm(\lambda)$. Indeed, $E^\pm_\lambda = \{v | \lim_{t \to \pm \infty} e^{tS^\pm(\lambda)} v = 0\}$ and similarly for $E^{u\pm}_\lambda$. Since $S^\pm(\lambda)$ is Hamiltonian, the flow $e^{tS^\pm(\lambda)}$ preserves the symplectic form $\omega$. Hence, for any $v \in E^\pm_\lambda$, $\omega(v, v) = \lim_{t \to \pm \infty} \omega(e^{tS^\pm(\lambda)} v, e^{tS^\pm(\lambda)} v) = 0$ and similarly with $E^{u\pm}_\lambda$ when $t \to -\infty$. Thus $E^\pm$ and $E^{u\pm}$ are isotropic, and since $E^\pm \oplus E^{u\pm} = \Theta(2n)$, they must be Lagrangian as well.

Let $\Lambda(u)$ be the space of all Lagrangian subspaces of $\mathbb{R}^{2n}$ endowed with the topology induced by the metric $d(l, l') = ||P_l - P_{l'}||$, where $P_l$ denotes the orthogonal
is a homotopy between projector on the subspace \( l \), and let us denote with \( \mathcal{L}(n) \) the set of all Lagrangian subbundles of \( \Theta(2n) \). The Gauss map \( \gamma_E \) of a Lagrangian subbundle \( E \) of \( \Theta(2n) \), which assigns to each \( \lambda \in S^1 \) the fiber \( E_\lambda \in \mathcal{L}(n) \) of \( E \), allows us to identify elements of \( \mathcal{L}(n) \) with closed paths in \( \gamma: S^1 \to \mathcal{L}(n) \). We will use this identification in order to associate to each Lagrangian subbundle its Maslov index.

Under the natural isomorphism \( \mathbb{R}^{2n} \cong \mathbb{C}^n \), \( J \) coincides with multiplication by \( i \) and hence an orthogonal basis of a Lagrangian subspace \( L \) gives rise to a unitary basis for \( \mathbb{C}^n \). The choice of any such basis of \( L \) leads to a unitary transformation sending \( \mathbb{R}^n_0 = \mathbb{R}^n \times \{0\} \) into \( L \). Thus \( U(n) \) acts transitively on \( \Lambda_n \), the isotropy subgroup of \( \mathbb{R}^n_0 \) being clearly the orthogonal group \( O(n) \). Therefore \( \Lambda(n) \cong U(n)/O(n) \) is a homogenous space and, since the determinant of an orthogonal matrix is \( \pm 1 \), the map \( \det^2: U(n) \to S^1 \) factors through an analytic map \( \rho: \Lambda(n) \to S^1 \).

The Maslov index \( \mu(\gamma) \in \mathbb{Z} \) of a closed path \( \gamma: S^1 \to \Lambda(n) \) is the winding number of the map \( \rho \circ \gamma: S^1 \to S^1 \) \([1]\). The Maslov index \( \mu(E) \) of a Lagrangian subbundle \( E \) of \( S \) is, by definition, the Maslov index of its Gauss map \( \gamma_E \). Since the symplectic group is connected, it follows from the homotopy invariance of the winding number that \( \mu(E) \) is invariant under the natural action of the symplectic group on \( \mathcal{L}(n) \). In particular, \( \mu(\mathcal{J}E) = \mu(E) \).

Now, if \( E \in \mathcal{L}(n) \) and \( E' \) is transverse to \( E \), i.e., \( E_\lambda \cap E'_\lambda = 0 \) for all \( \lambda \in S^1 \), then, given any \( \lambda \) and \( x \in \mathcal{J}E_\lambda \) there exists a unique \( T_\lambda x \in E_\lambda \) such that \( x + T_\lambda x \in E'_\lambda \), i.e., \( E' \) is the graph of a vector bundle morphism \( V: \mathcal{J}E \to E \). It is easy to see that \( E' \) is Lagrangian if and only if \( JT \) is a symmetric endomorphism of \( \mathcal{J}E \).

The deformation \( \gamma: [0, 1] \times S^1 \to \Lambda(n) \) defined by
\[
(2.5) \quad \gamma(\lambda, t) = \text{Graph} \ tT_\lambda
\]
is a homotopy between \( \gamma_{E'} \) and \( \gamma_{\mathcal{J}E} \). From this and the previous remark we obtain \( \mu(E') = \mu(E) \) whenever \( E' \) is transverse to \( E \).

In particular the Maslov indices of the asymptotic stable and unstable bundles \( E^{s, \pm} \) and \( E^{u, \pm} \) coincide.

Another important consequence of the above is that the difference \( \mu(E) - \mu(E') \) can be considered as an obstruction to the deformation of the pair to a pair of transverse Lagrangian subbundles.

The difference \( \mu(E, E') = \mu(E) - \mu(E') \) will be called the relative Maslov index of the pair. It enjoys better invariance properties than the ordinary Maslov index. By the previous discussion the latter is invariant under constant symplectic isomorphisms of the trivial bundle \( \Theta(2n) \). But \( \mu(E, E') \) is invariant under general symplectic isomorphisms. Indeed, any symplectic isomorphism \( \Psi \) of \( \Theta(2n) \) is of the form \( \Psi(\lambda, u) = (\lambda, \Psi_\lambda u) \) where \( \Psi \) is closed path in \( Sp(n) \). By the very definition of the Maslov index, \( \mu(\Psi E) = \mu(E) + 2\text{win}(\det \Psi) \), where \( \text{win} \) denotes the winding number. Thus, if \( E, E' \) are two Lagrangian subbundles of \( \Theta(2n) \) and \( \Psi \) is a symplectic automorphism of \( \Theta(2n) \), then \( \mu(\Psi E, \Psi E') = \mu(E, E') \).

Since any symplectic bundle over \( S^1 \) is symplectically isomorphic to \( \Theta(2n) \), the relative Maslov index can be defined for pairs of Lagrangian subbundles of any symplectic vector bundle over \( S^1 \).

Summing up the previous discussion, each family \( A: S^1 \times \mathbb{R} \to M_{\text{sym}}(2n) \) verifying assumption \((A1)\) gives rise to a family \( L: S^1 \to \mathcal{L}(H^1; L^2) \) of unbounded self-adjoint Fredholm operators defined by \((2.3)\). To the family \( L \) we can associate an analytical index given by the spectral flow \( \text{sf}(L) \) which counts the number of eigenvalues crossing 0, and a topological index given by \( \mu(E^{s, +}, E^{u, -}) \) which is
a measure of the relative twist of the asymptotic bundles at infinity. With this understood, we have the following index theorem:

**Theorem 2.1.** If \( L: S^1 \to \mathcal{L}(H^1;L^2) \) is as above, then \( \text{sf}(L) = \mu(E^+,E^-) \).

We will use this result in order to obtain a criterion for bifurcation of homoclinic solutions of the nonlinear equation (2.1) in terms of the asymptotic behavior of coefficients of the linearization.

Let \( C^0_1(R;R^{2n}) \) be the space of all continuously differentiable \( R^{2n} \) valued functions \( u \), such that both \( u \) and \( u' \) vanish at infinity. We endow \( C^0_1 = C^0_1(R;R^{2n}) \) with the norm \( ||u|| = \sup |u| + \sup |u'| \).

A point \( \lambda_* \in S^1 \) is a bifurcation point for homoclinic solutions from the stationary branch if every neighborhood of \( \lambda_* \) in \( S^1 \times C^0_1 \) contains a nontrivial solution \( (\lambda, u) \) of (2.1).

**Theorem 2.2.** If the Hamiltonian \( H \) satisfies (A1), (A2) and (A3), then

(i) There exists at least one bifurcation point \( \lambda_* \in S^1 \) for homoclinic solutions of (2.1) provided that \( \mu(E^+,E^-) \neq 0 \).

(ii) If moreover the singular set \( \Sigma \) is finite (e.g., if \( L \) is either analytic or \( L \) has only regular crossing points), then there are at least \( |\mu(E^+,E^-)|/n \) bifurcation points.

### 3. Proof of Theorem 2.1

First of all we observe that any continuous map \( S: S^1 \to \mathcal{H}(2n) \times \mathcal{H}(2n) \) is the asymptotic symbol of some family of self-adjoint differential operators of type (2.3). Indeed, if \( a(t) \) is any continuous function which vanishes identically for large negative \( t \) and such that \( a(t) \equiv 1 \) for large positive \( t \), then

\[
A(\lambda,t) = -a(t)JS^+(\lambda) - (1-a(t))JS^-(\lambda)
\]

verifies (A1) and the symbol of the family of differential operators \( L \) associated to \( A \) is \( S \). The homotopy (2.4) used in the previous section shows that \( \text{sf}(L) \) depends only on \( S \) and, as a matter of fact, only on the homotopy class of this map. On the other hand, by definition of the topology on \( \Lambda(n) \) the maps sending an element of \( \mathcal{H}(2n) \) into its stable and unstable subspaces is continuous. Thus, any homotopy between two symbols \( S \) and \( S' \) induces a homotopy between the Gauss maps of \( E^{s/u}(S) \) and \( E^{s/u}(S') \), and hence also \( \mu(E^+,E^-) \) depends only on the homotopy class of \( S \).

Let \( \pi[S^1;\mathcal{H}(2n) \times \mathcal{H}(2n)] \) be the set of all free homotopy classes of maps from \( S^1 \) into \( \mathcal{H}(2n) \times \mathcal{H}(2n) \). We have defined two functions \( \text{sf}, \mu: \pi[S^1;\mathcal{H}(2n) \times \mathcal{H}(2n)] \to \mathbb{Z} \). Theorem 2.1 is equivalent to the assertion \( \text{sf} = \mu \).

In order to prove the above assertion we will proceed by steps trying to find in each homotopy class \( [S] \in \pi[S^1;\mathcal{H}(2n) \times \mathcal{H}(2n)] \) a symbol of particularly simple form for which the equality can be checked directly.

Let us first introduce some notation. If \( E,F \) are transverse Lagrangian sub-bundles of \( \Theta(2n) \), the decomposition \( E \oplus F = \Theta(2n) \) gives rise to the vector bundle projector \( P^E_F \) projecting onto \( E \) along \( F \) and the complementary projector \( P^F_E = \text{id} - P^E_F \). We will denote by \( S^E_F \) the reflection \( P^E_F - P^F_E = 2P^E_F - \text{id} \). The orthogonal projector onto \( E \) will be denoted by \( P_E \), and \( S_E \) will be the corresponding reflection.
Step 1. Each homotopy class in \( \pi[S^1; \mathcal{H}(2n) \times \mathcal{H}(2n)] \) contains a symbol \( S \) of the form \((S_E^+, S_E^-)\), where \( E^\pm \) are two Lagrangian subbundles of \( \Theta(2n) \) and \( S_{E^\pm} \) are the corresponding reflections.

Proof. Let \( S = (S^+, S^-) \) be any symbol. If we take \( E = E^{u^+} \) and \( F = E^{u^+} \), then the reflection \( S_{E^\pm} \) clearly belongs to \( \mathcal{H}(2n) \), and since the restrictions of \( S^+ \) to \( E \) (respectively to \( F \)) have only positive (respectively negative) eigenvalues, it follows that \( S(s, \lambda) = (1 - s)S^+ + sS_{E^\pm}^\pm \) is a homotopy with values in \( \mathcal{H}(2n) \) between \( S^+ \) and \( S_{E^\pm} \). On the other hand, if \( \gamma(t, \lambda) \) is the deformation defined in (2.5), the family \( S(t, \lambda) = 2P_{\gamma(t, \lambda)} - \text{Id} \) is a homotopy between \( S_{E^\pm} \) and \( S_{E^\pm}^\pm = S_{E^\pm} \). Since the same argument holds for \( S^- \) as well, the claim is proved.

Our next step consists of a reduction of the proof to the case of a symbol of even simpler form.

Step 2. Given any symbol \( S = (S_E^+, S_E^-) \) as in Step 1 there exists another symbol \( \tilde{S} : S^1 \to \mathcal{H}(4n) \times \mathcal{H}(4n) \), \( \tilde{S} = (S_{E^+, E^-}) \) having the same spectral flow and Maslov index as \( S \) but such that \( \tilde{E}^- = \Theta_0(2n) \), where \( \Theta_0(2n) \) is the Lagrangian subbundle \( S^1 \times \mathbb{R}^{2n} \times \{0\} \) of the symplectic bundle \( \Theta(4n) \).

Proof. Let us consider the symplectic vector space \( \mathbb{R}^{4n} = \mathbb{R}^{2n} \times \mathbb{R}^{2n} \) endowed with the symplectic form \( \Omega = \pi_1^1(\omega) + \pi_2^2(\omega) \) where \( \pi_i, i = 1, 2 \), are the projections on the first and second factors, respectively. The space \( \mathbb{R}^{4n} \) is the direct sum of \( \mathbb{R}^{2n} \) with itself in the symplectic category and (while isomorphic) should not be confused with \( \mathbb{R}^{4n} \) endowed with the canonical form. As before we will denote by \( \Theta(4n) \) the trivial bundle over \( S^1 \) with fiber \( \mathbb{R}^{4n} \) and by \( \bar{J} = J \oplus J \) the corresponding complex structure.

Let us consider the lagrangian subbundle \( F^- = E^- \times \{0\} \times \{0\} \times J E^- \) of \( \Theta(4n) \). Since \( E^- \oplus J E^- = \Theta(2n) \) is trivial (as vector bundle), we can find an orthonormal frame \( f_1(\lambda), \ldots, f_{2n}(\lambda) \) in \( \Theta(4n) \) generating \( F^- \) for all \( \lambda \in S^1 \).

Let \( \Phi : \Theta(4n) \to \Theta(4n) \) be the unique orthogonal symplectic isomorphism sending the canonical basis \( e_1, \ldots, e_{2n} \) of \( R_{R\mathbb{O}} \) to \( f_1(\lambda), \ldots, f_{2n}(\lambda) \) and \( J e_1, \ldots, J e_{2n} \) to \( J f_1(\lambda), \ldots, J f_{2n}(\lambda) \). We take \( F^0 = E^+ \times \{0\} \times \{0\} \times J E^- \) and define \( E^\pm = \Phi^{-1}(F^\pm) \). We claim that the symbol \( \tilde{S} = (S_{E^+, E^-}) \) has all the desired properties.

Clearly \( \tilde{E}^- = \Theta_0(2n) \). Moreover, by the invariance of the relative Maslov index under symplectic isomorphisms and additivity

\[
\mu(\tilde{E}^0, \tilde{E}^-_0) = \mu(F^+, F^-) = \mu(E^+) + \mu(J E^-) - \mu(E^-) - \mu(J E^-) = \mu(E^+, E^-),
\]

which shows that the relative Maslov index of \( S \) and \( \tilde{S} \) are the same.

In order to prove that \( \text{sf}(\tilde{S}) = \text{sf}(S) \) we will first show that the spectral flow of \( \tilde{S} \) coincides with the spectral flow of the symbol \( \tilde{S} = (S_{E^+, E^-}) \). For this, we notice that \( S_{E^\pm} = \Phi S_{E^\pm} \Phi^{-1} \). Moreover, the isomorphism \( \Phi \), by its very definition, is unitary, i.e., \( J \Phi = \Phi J \). It follows easily from these two facts that if \( \tilde{L} \) is a family of differential operators with symbol \( \tilde{S} \) and if \( M_\lambda : L^2(\mathbb{R}; \mathbb{R}^{4n}) \to L^2(\mathbb{R}; \mathbb{R}^{4n}) \) is the multiplication operator defined by \( M_\lambda u = \Phi_\lambda u \), then \( \tilde{M}_\lambda = M_\lambda L_\lambda M_\lambda^{-1} \), \( \lambda \in S^1 \), is a family with symbol \( \tilde{S} \). By the invariance of the spectral flow under cogredience, [10] Theorem 4.2, we get \( \text{sf}(\tilde{S}) = \text{sf} \tilde{L} = \text{sf} \tilde{L} = \text{sf} [\tilde{S}] \).

It remains only to show that the spectral flow of \( \tilde{S} \) coincides with that of \( S \). Being \( P_{\tilde{F}}^\pm = P_{F^\pm} \oplus P_{J E^-} \), \( \tilde{S}^\pm \) splits into a direct sum \( S^\pm = S_{E^\pm} \oplus S_{J E^-} \). Therefore, if \( \tilde{A}(\lambda, t) \) is the extension of \( -J \tilde{S}^\pm \) to the cylinder \( S^1 \times \mathbb{R} \) given by (3.1), then
\[ \hat{A}(\lambda, t) = A(\lambda, t) \oplus B(\lambda), \] where \( A(\lambda, t) = -a(t)JS^+(\lambda) - (1 - a(t))JS^-(\lambda) \) and \( B(\lambda) = -JS_{JE} \) is independent of \( t \). Denoting again by \( \bar{L} \) the corresponding differential operator we have that \( \bar{L} = L \oplus L' \) with \( L'_\lambda = Ju' + B(\lambda)u \). By additivity \( \sf[\[ \bar{S} \] = \sf \bar{L} = \sf L + \sf L' \). But a function \( u \in H^1 \) belongs to \( \text{Ker} L'_\lambda \) if and only if \( u - S_{JE}(-\lambda)u = 0 \). Thus \( L' \) is a path of invertible operators and \( \sf L' = 0 \). Using the previous discussion we finally obtain \( \sf[\[ \bar{S} \] = \sf \bar{S} = \sf L = \sf [\[ S \] \), which is what we wanted to show.

In the last step using symbols given by Step 2 we will consider the spectral flow as a function defined on \( \pi[S^1; \Lambda(n)] \) or equivalently on the first homotopy group \( \pi_1 \Lambda(n) \). In fact, since \( \Lambda(n) \) is a simple space, the free and pointed homotopy classes of maps with values in \( \Lambda(n) \) coincide. Let \( \Xi(n) = \{(l, v) \in \Lambda(n) \times R^{2n} / v \in l \} \) be the tautological bundle over \( \Lambda(n) \) and let \( \Theta_0(n) = S^1 \times R^{n}_0 \), as before. If \([\gamma] \in \pi_1 \Lambda(n) \) we define \( \sf([\gamma]) = \sf([S]) \), where \( S = (S_{\gamma}; \Xi(n)), S_{\Theta_0(n)} \) and \( \gamma^* \) denotes the pullback of a vector bundle by \( \gamma \). From the additivity of the spectral flow under concatenation of paths it follows easily that \( \sf: \pi_1 \Lambda(n) \rightarrow Z \) is a homomorphism. We will compare it with the homomorphism \( \mu: \pi_1 \Lambda(n) \rightarrow Z \) induced by the Maslov index.

**Step 3.** The homomorphism \( \sf \) coincides with \( \mu \).

*Proof.* For \( \lambda = e^{i\theta}, 0 \leq \theta \leq 2\pi \), let \( l_\lambda \in \Lambda(1) \) be the line in \( R^2 \) generated by \( (\cos \theta/2, \sin \theta/2) \). The Maslov index of the path \( l: S^1 \rightarrow \Lambda(1) \) is its winding number and hence \( \mu([l]) = 1 \). Since, by Lemma 3.1 of [1], \( \mu \) is an isomorphism, it follows that \([l'] \) is a generator of \( \pi_1 \Lambda(1) \). On the other hand the map \( i: \Lambda(1) \rightarrow \Lambda(n) \) sending a line \( l' \) into \( l' \times R^{n-1}_0 \) commutes with the map \( \rho \) used in the definition of the Maslov index. This implies that \( \mu([i \circ l]) = \mu([l]) = 1 \) and therefore \([i \circ l] \) is a generator of \( \pi_1 \Lambda(n) \).

Using \( l' \circ i^*\Xi(n) = l' \circ i^*(\Xi(1) \oplus \Theta_0(n-1)) = \Xi(1) \oplus \Theta_0(n-1) \) and the product property of the spectral flow we obtain

\[
\sf([i \circ l]) = \sf(l' \circ i^*\Xi(n), \Theta_0(n)) = \sf(\Xi(1) \oplus \Theta_0(n-1), \Theta_0(n))
\]

\[
= \sf(\Xi(1), \Theta_0(n)) + \sf(\Theta_0(n-1), \Theta_0(n-1)) = \sf(\Xi(1), \Theta_0(n)) = \sf([l]).
\]

Therefore, in order to show that \( \mu = \sf \) it is enough to check that \( \sf([l]) = 1 \).

For \( \lambda = e^{i\theta}, 0 \leq \theta \leq 2\pi \), let \( L_\lambda \) be the differential operator associated to

\[
A(\lambda, t) = \begin{cases} 
-2\pi^{-1} \arctan t JS_\theta & \text{if } t \geq 0 \\
-2\pi^{-1} \arctan t JS_0 & \text{if } t \leq 0 \end{cases}
\]

where \( S_\theta = \left( \begin{array}{cc} \cos \theta & \sin \theta \\ \sin \theta & -\cos \theta \end{array} \right) \)

is the reflection with respect to the line \( l_\lambda \) generated by \( (\cos \theta/2, \sin \theta/2) \). The symbol of the family \( L \) is \( S = (S_{\Xi(1)}, S_{\Theta_0(1)}) \) and hence \( \sf([l]) = \sf(L) \). But, if \( u \in H^1 \) and \( L_\lambda u = 0 \), then \( u(0) \in l_\lambda \cap l_0 \), because \( l_\lambda \) is positively invariant under the flow of \( u' = JA(\lambda, t)u \) and \( l_0 \) is negatively invariant. Therefore \( \ker L_\lambda \neq 0 \) only if \( \lambda = 1, i.e., \theta = 0 \). Moreover \( \ker L_1 \) is generated by \( u_*(t) = (\sqrt{t + t^2} \exp t \arctan t, 0) \) and by a direct computation we obtain \( Q(L, 1)(u_*) > 0 \). This shows that \( \sf(L) = \sf([l]) = 1 \) and proves the last claim.

Using all the information at hand, we can finally conclude the proof of our Theorem 2.1. Given a symbol \( S = (S^+, S^-) \), using Step 1 and Step 2 we can find a Lagrangian subbundle \( E \) of \( \Theta(4n) \) and a symbol \( \bar{S} \) with \( S^+ = S_E \) and \( S^- = S_{\Theta_0(2n)} \), having the same spectral flow and relative Maslov index of \( S \). But \( E = \gamma^*\Xi(2n) \),
where \( \gamma \) is the Gauss map of \( E \) and therefore

\[
\text{sf}(\tilde{S}) = \mu([\gamma]) = \mu(\gamma^* 2n), \Theta_0(2n)) = \mu(\tilde{S})
\]

by the last step and definition of the relative Maslov index. Hence \( \text{sf}(S) = \mu(S) \),
and the theorem is proved. \( \square \)

4. Proof of Theorem 2.2

The main theorem of [5] relates bifurcation of critical points of a one parameter family of \( C^2 \) functionals to the spectral flow of the family of its Hessians along the trivial branch. Here instead we are dealing with a family of unbounded self-adjoint operators \( L_\lambda u = Ju + A(\lambda, t)u \) with domain \( H^1 \) perturbed by a nonlinear map \( u \to \nabla_u G(\lambda, t, u(t)) \), the Nemitskii operator associated to \( \nabla_u G \). Following [4] we will recast the problem (2.1) to one of the above types using the interpolation space \( H^{1/2} = H^{1/2}(\mathbb{R}, \mathbb{R}^n) \). It is well known (see Lemma 10.3 of [8]) that the space \( H^{1/2} \) is the form domain of \( L_\lambda \), which means that the form \( b_\lambda(u, v) = \langle L_\lambda u, v \rangle \) extends to a bounded bilinear form on \( H^{1/2} \). On the other hand \( H^{1/2} \) can be continuously embedded into \( L^p, p > 2 \) ([8], Lemma 10.4). Let us choose a fixed \( p \geq 2 + 2\beta \), where \( \beta \) is as in (A0), and define

\[
\psi(\lambda, u) = \frac{1}{2} b_\lambda(u, u) + \int_{-\infty}^{+\infty} G(\lambda, t, u(t)) \, dt.
\]

With this choice of \( p \), \( |G(\lambda, t, u)| \leq g(t) + C|u|^{p-2} \) and since \( g \in L^{p-2} \), by the embedding of \( H^{1/2} \) in \( L^p \) and Theorem 5.4 of [4], it follows that \( \psi : S^1 \times H^{1/2} \to \mathbb{R} \) is a \( C^2 \) functional and

\[
d_u \psi(\lambda, u)(v) = b_\lambda(u, v) + \int_{-\infty}^{+\infty} \langle \nabla_u G(\lambda, t, u(t)), v(t) \rangle \, dt.
\]

Moreover, for all \( \lambda \in S^1 \), the Hessian bilinear form at the critical point 0 of \( \psi_\lambda \) is given by \( D^2 \psi_\lambda(0)(u, v) = b_\lambda(u, v) \).

The pair \( (\lambda, u) \in S^1 \times H^{1/2} \) is said to be a weak solution of equation (2.1) provided that (2.1) holds for all \( v \in H^{1/2} \). Thus \( (\lambda, u) \) is a weak solution of (2.1) if and only if \( u \) is a critical point of the functional \( \psi_\lambda = \psi(\lambda, -) \).

We claim that, if \( (\lambda, u) \) is a weak solution of (2.1), then in fact \( u \) belongs to \( C_0^1(\mathbb{R}, \mathbb{R}^n) \) and \( (\lambda, u) \) solves (2.1) in the classical sense. We will first show that \( u \in H^1 \). Using continuity of \( b \) and the density of \( H^1 \) in \( H^{1/2} \), we observe that \( b_\lambda(v, w) = \langle L_\lambda v, w \rangle \), for all \( v \in H^1, w \in H^{1/2} \). Let \( u \in H^{1/2} \) be a critical point of \( \psi \). By (A0), \( z(t) = \nabla_u G(t, u(t)) \) belongs to \( L^2 \). From the above relation it follows that \( \langle u, L_\lambda v \rangle = \langle z, v \rangle \) for all \( v \in H^1 \), \( L_\lambda \) being self-adjoint implies that \( u \) belongs to \( H^1 \) and \( L_\lambda u = z \) almost everywhere. On the other hand, since any function of \( H^1 \) is continuous and vanishing at infinity, from the above equation we obtain that \( u' = -J(A(\lambda, t)u + \nabla_u G(t, u(t))) \in C_0 \) and therefore \( u \in C_0^1 \) is a classical solution vanishing at infinity together with its derivative.

For definiteness let us assume that the point \( \lambda_0 = 1 \) in (A3). Taking \( \lambda = e^{i\theta} \) we consider the path of \( C^2 \)-functionals parametrized by the interval \([0, 2\pi]\), \( \psi(e^{i\theta}, -) \) defined on \( H^{1/2} \) by (4.1). By the Riesz theorem there is a unique bounded self-adjoint operator \( T_\lambda \) such that \( b_\lambda(u, v) = \langle T_\lambda, v \rangle \) for all \( v \in H^{1/2} \). Then \( T_{e^{i\theta}} \) is the (operator) Hessian of \( \psi(e^{i\theta}, -) \) at the critical point 0.
By regularity $\ker L_{\lambda} = \ker T_{\lambda}$ for all $\lambda \in S^1$, and in particular for $\lambda = 1$ we have that $T_{1}$ is nonsingular by (A3). Therefore the spectral flow (in the sense of [5]) of the path $T_{u,x}$ on $[0, 2\pi]$ is well defined. We will use the regularity of solutions again in order to show that $sf(L) = sf(T)$.

Indeed, $\ker L_{\lambda} = \ker T_{\lambda}$, and if $L$ is $C^1$ and has only regular crossing points, then at each one of them $\langle L_{\lambda} u, u \rangle = \langle T_{\lambda} u, u \rangle_{H^{1/2}}$, for $u \in \ker L_{\lambda}$, by the representation formula. Hence, the crossing forms at any regular crossing point coincide and $sf(L) = sf(T)$ in this case. The general case is proved by approximation with regular paths via Theorem 4.22 of [7].

Now, if $\mu(E^{+\ast}, E^{-\ast}) \neq 0$, then using Theorem 2.4 and applying Theorem 1 of [5] to the path $\psi(e^{i\theta}, -)$ we obtain that every neighborhood $U$ of $S^1 \times \{0\}$ in $S^1 \times H^{1/2}$ contains a pair $(\lambda, u)$ with $u \neq 0$ a critical point of $\psi_{\lambda}$. Using compactness of $S^1$ we can find a sequence $(\lambda_n, u_n)$ of points as above such that $\lambda_n \to \lambda_*$ for some $\lambda_* \in S^1$ and $u_n \to 0$ in $H^{1/2}$. By regularity $u_n \in C^0_0$ and using the bootstrap again $u_n \to 0$ in that space. This proves (i).

In order to establish (ii) let us take a finite collection $\{J_i\}_{1 \leq i \leq k}$ of pairwise disjoint closed intervals centered at each singular point $\lambda_i \in \Sigma$. Since $T_{\lambda}$ is invertible for $\lambda \notin \bigcup_{i=1}^{k} J_i$, $sf(T) = \sum_{i=1}^{k} sf(T, J_i)$. Arguing as in the proof of Theorem 4.1 of [5] we can choose $J_i$ small enough such that the spectral flow $sf(T, J_i)$ equals the spectral flow of a path of symmetric operators on $\ker T_{\lambda_i}$.

We claim that $\dim \ker T_{\lambda} = \dim \ker L_{\lambda} \leq n$. Indeed, if $W_{\lambda}^s$ is the subspace of $\mathbb{R}^{2n}$ whose elements are the initial values of solutions of $u' = JA_{\lambda}(t)u$ decaying to 0 at plus infinity, then $W_{\lambda}^s$ is a Lagrangian subspace of $\mathbb{R}^{2n}$ by the very same argument showing that asymptotic bundles are Lagrangian. In particular, $\dim W_{\lambda}^s = n$. Since the homomorphism $u \sim u(0)$ injects $\ker L_{\lambda}$ into $W_{\lambda}^s$, the claim is proved.

On the other hand the spectral flow of a path of symmetric endomorphisms of a finite dimensional Hilbert space is the difference of Morse indices at the end points, and hence its absolute value cannot be larger than the dimension of the space. Thus, we get $|sf(T, J_i)| \leq n$ for $1 \leq i \leq k$. It follows then that the sum $\sum_{i=1}^{k} sf(T, J_i)$, being equal to $\mu(E^{+\ast}, E^{-\ast})$, must contain at least $m = |\mu(E^{+\ast}, E^{-\ast})|/n$ nonvanishing terms, which gives at least $m$ bifurcation points for critical points $\psi_{\lambda}$ and a fortiori at least $m$ bifurcation points for homoclinic trajectories.
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