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APPROXIMATION OF REAL NUMBERS
WITH RATIONAL NUMBER SEQUENCES
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(Communicated by Ken Ono)

Abstract. Let $\alpha \in \mathbb{R}$, and let $C > \max\{1, \alpha\}$. It is shown that if \{\(\frac{p_n}{q_n}\)\} is a sequence formed out of all rational numbers \(\frac{p}{q}\) such that
\[|\alpha - \frac{p}{q}| \leq \frac{1}{Cq^2},\]
where \(p \in \mathbb{Z}\) and \(q \in \mathbb{N}\) are relatively prime numbers, then either \{\(\frac{p_n}{q_n}\)\} has finitely many elements or
\[\limsup_{n \to \infty} \frac{\log \log q_n}{\log n} \geq 1,
\]
where the points \{\(q_n\)\} \(n \in \mathbb{N}\) are ordered by increasing modulus. This implies that the sequence of denominators \{\(q_n\)\} \(n \in \mathbb{N}\) grows exponentially as a function of \(n\), and so the density of rational numbers which approximate \(\alpha\) well in the above sense is relatively low.

It has been suggested that one could obtain strong results in number theory by translating the proofs from Nevanlinna theory to number theory using, for instance, Vojta’s dictionary [16]. Applying this method to Nevanlinna’s proof of the second main theorem is said to yield strong results in number theory, including the abc conjecture formulated by Masser and Oesterlé. Difficulties arise, however, while trying to find a number-theoretic analogue for the ramification term in the second main theorem, since so far Vojta’s dictionary does not have a translation for the derivative of a meromorphic function; see, e.g., [1, 7, 12].

There is a vast literature on the rational approximations of irrational numbers dating all the way back to Liouville [9], Thue [15], Siegel [13] and others (see [1] for further references). One of the fundamental results in the field is Roth’s theorem, according to which for any algebraic irrational number \(\alpha\) there are only finitely many solutions \(p/q\) to
\[|\alpha - \frac{p}{q}| \leq \frac{1}{q^{2+\varepsilon}},
\]
where \(\varepsilon > 0\), and \(p\) and \(q\) are relatively prime integers [11]. Roth’s theorem is sharp in the sense that the arbitrary \(\varepsilon > 0\) cannot be deleted in inequality [11]. However, Lang [8] has proposed that if one would be able to follow the proof of the second main theorem with a good error term (see, e.g., [6]) to prove Roth’s theorem, then
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one might be able to replace the quantity $1/q^{2+\varepsilon}$ by $1/(q^2(\log q)^{1+\varepsilon})$. Even though this still remains as a conjecture, something can nevertheless be said. According to the Cugiani-Mahler theorem (see Bombieri and van der Poorten [2] for the latest version of the theorem), replacing the factor $q^\varepsilon$ in (1) with a certain sufficiently slowly decreasing function of $q$ yields a lower bound for the height growth of the solution sequence.

Osgood [10] and, independently, Steinmetz [14] generalized the weak second main theorem to moving target functions. Instead of making use of estimates on logarithmic derivatives, Steinmetz’s method of proof is based on the second main theorem for holomorphic curves, which, according to Vojta’s dictionary, corresponds to Schmidt’s subspace theorem [16]. Using this fact, Vojta translated Steinmetz’s proof to obtain a generalization of Roth’s theorem where the target algebraic numbers $\alpha$ are allowed to vary slowly [17].

Halburd and the author have introduced a difference analogue of the second main theorem of Nevanlinna theory for meromorphic functions of finite order [4]. In this version of the theorem the counterpart of the ramification term depends on the exact difference operator $\Delta f = f(z+1) - f(z)$ for which there is a straightforward discrete analogue. The purpose of this paper is to use certain Nevanlinna theoretical ideas from [4], reinterpreted for convergent number sequences, in order to approximate arbitrary real numbers with sequences of rational numbers. Our findings are summarized in Theorem 1 below. The results obtained are disjoint from the Cugiani-Mahler theorem in the sense that both the assumption (2) and the assertion (3) of Theorem 1 are weaker than the corresponding statements in Cugiani-Mahler [2]. On the other hand, our method of proof enables us to include transcendental numbers.

**Theorem 1.** Let $\alpha \in \mathbb{R}$ and let $C > \max\{1, \alpha\}$. If $\{p_n/q_n\}$ is the sequence of all rational numbers $p/q$ such that

\[
\left| \alpha - \frac{p}{q} \right| \leq \frac{1}{Cq^2},
\]

where $p \in \mathbb{Z}$ and $q \in \mathbb{N}$ are relatively prime numbers, then either the sequence $\{p_n/q_n\}_{n\in\mathbb{N}}$ contains finitely many elements or

\[
\limsup_{n\to\infty} \frac{\log \log q_n}{\log n} \geq 1,
\]

where the sequence $\{q_n\}_{n\in\mathbb{N}}$ is ordered according to the increasing modulus of its elements.

Theorem 1 implies that if (2) has infinitely many solutions, then the denominators $q_n$ in the solution sequence of (2) grow faster than any polynomial of $n$, and so the density of rational numbers which approximate $\alpha$ well in the sense of (2) is relatively low. The fact that Theorem 1 does not rule out the possible existence of infinitely many solutions of (2) with exponentially fast growing denominators appears to correspond to the fact that the difference analogue of the second main theorem [4] (see [3] for an improved error term) has a larger error term than the original second main theorem if the order of the meromorphic function is at least one. For meromorphic functions of order strictly less than one, the error term in the difference analogue of the second main theorem is, however, smaller than in...
Nevanlinna’s second main theorem. Therefore, since the second main theorem corresponds to Roth’s theorem in Vojta’s dictionary, and since the proof of Theorem 1 is based on estimating differences of number sequences, the fact that Theorem 1 gives sharper results than Roth’s theorem in Vojta’s dictionary, and since the proof of Theorem 1

\[\log \log q_n \leq \frac{1}{\log n}\]

that is, when the sequence \( \{q_n\}_{n \in \mathbb{N}} \) is of “order less than one”, is consistent with Vojta’s dictionary.

Concerning the sharpness of Theorem 1 we refer to [5, pp. 163–165], where it is shown that if \( \{q_n\}_{n \in \mathbb{N}} \) is the Fibonacci sequence, then at least one out of every three consecutive numbers, say \( \{F_{n_k-1}/F_{n_k}\}_{k \in \mathbb{N}} \), in the sequence \( \{F_{n-1}/F_n\}_{n \in \mathbb{N}} \) satisfies

\[\left| \frac{1}{2} (\sqrt{5} - 1) - \frac{F_{n_k-1}}{F_{n_k}} \right| < \frac{1}{\sqrt{5} F_{n_k}}.\]

Therefore, in the notation of Theorem 1, \( \alpha = (\sqrt{5} - 1)/2 \) and \( C = \sqrt{5} \), and so the assumption \( C > \max\{1, \alpha\} \) is satisfied. Moreover, since

\[F_n = \frac{(1 + \sqrt{5})^n - (1 - \sqrt{5})^n}{2^n \sqrt{5}}\]

for all \( n \in \mathbb{N} \), it immediately follows that

\[\limsup_{k \to \infty} \frac{\log \log F_{n_k}}{\log n_k} = 1,\]

and so the lower bound (3) is attained for the sequence \( \{F_{n_k-1}/F_{n_k}\}_{k \in \mathbb{N}} \).

**Proof of Theorem 1** Suppose that the sequence \( \{x_n\}_{n \in \mathbb{N}} \) of all distinct rational numbers \( x_n \neq \alpha \) satisfying (2) contains infinitely many elements, since otherwise there is nothing to prove. Then, by defining \( \log^+ x = \max\{0, \log x\} \) for all \( x \geq 0 \), it follows that

\[\log^+ \left| \frac{1}{\alpha - x_n} \right| \leq \log^+ \left| \frac{x_{n+1} - x_n}{\alpha - x_n} \right| + \log^+ \left| \frac{1}{x_{n+1} - x_n} \right| = \log^+ \left| 1 - \frac{x_{n+1} - \alpha}{x_n - \alpha} \right| + \log^+ \left| \frac{1}{x_{n+1} - x_n} \right|\]

for all \( n \in \mathbb{N} \). We may write \( \{x_n\}_{n \in \mathbb{N}} = \{y_n\}_{n \in \mathbb{N}} \cup \{z_n\}_{n \in \mathbb{N}} \), where \( y_n > \alpha \) and \( z_n < \alpha \) for all \( n \in \mathbb{N} \), and we have rearranged the terms in these sequences such that \( \alpha < y_{n+1} < y_n \) and \( \alpha > z_{n+1} > z_n \) for all \( n \in \mathbb{N} \). Therefore,

\[0 < \frac{y_{n+1} - \alpha}{y_n - \alpha} < 1 \quad \text{and} \quad 0 < \frac{\alpha - z_{n+1}}{\alpha - z_n} < 1,
\]

and so

\[\log^+ \left| 1 - \frac{y_{n+1} - \alpha}{y_n - \alpha} \right| = 0 \quad \text{and} \quad \log^+ \left| 1 - \frac{z_{n+1} - \alpha}{z_n - \alpha} \right| = 0\]

for all \( n \in \mathbb{N} \). By combining (4) and (5), it follows that

\[\log^+ \left| \frac{1}{\alpha - y_n} \right| \leq \log^+ \left| \frac{1}{y_{n+1} - y_n} \right| \quad \text{and} \quad \log^+ \left| \frac{1}{\alpha - z_n} \right| \leq \log^+ \left| \frac{1}{z_{n+1} - z_n} \right|\]
for all $n \in \mathbb{N}$. By assumption at least one of the sequences $\{y_n\}_{n \in \mathbb{N}}$ and $\{z_n\}_{n \in \mathbb{N}}$ contains infinitely many elements. If $\# \{y_n\}_{n \in \mathbb{N}} = \infty$, then, by denoting $y_n = a_n/b_n$, it follows that

\[
\log^+ \left| \frac{1}{\alpha - y_n} \right| \leq \log^+ \left| \frac{b_n b_{n+1}}{a_{n+1} b_n - a_n b_{n+1}} \right|
\]

\[
= \log \max \{ |b_n b_{n+1}|, |a_{n+1} b_n - a_n b_{n+1}| \} - \log |a_{n+1} b_n - a_n b_{n+1}|
\]

\[
= \log^+ \left| \frac{a_{n+1} b_n - a_n b_{n+1}}{b_n b_{n+1}} \right| + \log |b_n b_{n+1}| - \log |a_{n+1} b_n - a_n b_{n+1}|
\]

\[
= \log^+ |y_{n+1} - y_n| + \log |b_n b_{n+1}| - \log |a_{n+1} b_n - a_n b_{n+1}|
\]

for all $n \in \mathbb{N}$. Since $\{y_n\}_{n \in \mathbb{N}}$ is a decreasing sequence of $n$, it follows that

\[
\log^+ |y_{n+1} - y_n| \leq \log^+ \left| \frac{y_{n+1}}{y_n} - 1 \right| + \log^+ |y_n| = \log^+ |y_n|
\]

for all $n \in \mathbb{N}$, and so (6) yields

\[
\log^+ \left| \frac{1}{\alpha - y_n} \right| \leq \log^+ |y_n| + \log |b_n b_{n+1}|.
\]

Since, by (2),

\[
\log^+ \left| \frac{1}{\alpha - y_n} \right| \geq 2 \log |b_n| + \log |C|
\]

for all $n$ sufficiently large, it follows by combining inequalities (7) and (8) that

\[
\log |b_n| + \log |C| \leq \log^+ |y_n| + \log |b_{n+1}|.
\]

Therefore, by the assumption $C > \max \{1, \alpha\}$, the sequence $\{b_n\}_{n \in \mathbb{N}}$ is increasing for all sufficiently large $n$. Now, since both $\{b_n\}_{n \in \mathbb{N}}$ and $\{y_n\}_{n \in \mathbb{N}}$ are non-decreasing sequences of $n$, and $\{b_n\}_{n \in \mathbb{N}} \subset \{q_n\}_{n \in \mathbb{N}}$, it follows that

\[
\limsup_{n \to \infty} \frac{\log \log q_n}{\log n} \geq \limsup_{n \to \infty} \frac{\log \log b_n}{\log n}.
\]

Moreover, if

\[
\limsup_{n \to \infty} \frac{\log \log b_n}{\log n} < 1,
\]

then Lemma (2) below implies that

\[
\log |C| \leq \log^+ |y_n| + o(1),
\]

where $n$ runs to infinity outside of an exceptional set $F$ satisfying $\sum_F n^{-1} < \infty$. This is in contradiction with the assumption $C > \max \{1, \alpha\}$, and so (9) yields

\[
\limsup_{n \to \infty} \frac{\log \log q_n}{\log n} \geq \limsup_{n \to \infty} \frac{\log \log b_n}{\log n} \geq 1.
\]

If $\# \{z_n\}_{n \in \mathbb{N}} = \infty$, then by using the fact that $\{z_n\}_{n \in \mathbb{N}}$ is an increasing sequence, it follows similarly as above that

\[
\log^+ |z_{n+1} - z_n| \leq \log^+ \left| \frac{z_n}{z_{n+1}} - 1 \right| + \log^+ |z_{n+1}| = \log^+ |z_{n+1}|
\]
for all \( n \in \mathbb{N} \). Hence, by denoting \( z_n = c_n/d_n \) and using similar argumentation as above, it follows that
\[
\log |d_n| + \log |C| \leq \log^+ |z_{n+1}| + \log |d_{n+1}|
\]
whenever \( n \) is sufficiently large. Therefore also \( \{d_n\}_{n \in \mathbb{N}} \) is increasing for all sufficiently large \( n \), and so Lemma 2 yields (10) in the case
\[
\log \limsup_{n \to \infty} \frac{\log \log d_n}{\log n} < 1.
\]
This is again in contradiction with the assumption \( C > \max\{1, \alpha\} \), and therefore
\[
\log \limsup_{n \to \infty} \frac{\log \log d_n}{\log n} \geq \limsup_{n \to \infty} \frac{\log \log d_n}{\log n} \geq 1.
\]
This concludes the proof of Theorem 1.

Lemma 2. If \( Q : \mathbb{N} \to [0, +\infty) \) is a non-decreasing function such that
\[
\limsup_{n \to \infty} \frac{\log \log Q(n)}{\log n} = \sigma < \infty
\]
and \( \kappa \in (0, 1) \), then
\[
\log Q(n + 1) = \log Q(n) + o \left( \frac{\log Q(n)}{n^\kappa} \right)
\]
as \( n \) approaches infinity outside of a set \( F \subset \mathbb{N} \) satisfying \( \sum_{n \in F} n^{-1} < \infty \).

Proof. Let \( \delta \in (\kappa, 1) \) and assume that the set \( F \subset \mathbb{N} \) defined by
\[
F = \left\{ n \in \mathbb{N} : \frac{\log Q(n + 1) - \log Q(n)}{\log Q(n)} \cdot n^{\delta} \geq 1 \right\}
\]
satisfies \( \sum_{n \in F} n^{-1} = \infty \). Denote \( F = \bigcup_{k=0}^{\infty} \{ n_k \} \), let \( \varepsilon > 0 \), and suppose that there exists an \( N \in \mathbb{N} \) such that \( n_k \geq k^{1+\varepsilon} \) for all \( k \geq N \). But then,
\[
\sum_{F} \frac{1}{n} = \sum_{k=1}^{\infty} \frac{1}{n_k} \leq \sum_{k=1}^{N} \frac{1}{n_k} + \sum_{k=N+1}^{\infty} \frac{1}{k^{1+\varepsilon}} < \infty,
\]
which contradicts the assumption \( \sum_{F} n^{-1} = \infty \). Therefore the sequence \( \{n_k\}_{k \in \mathbb{N}} \) has a subsequence \( \{n_{k_j}\}_{j \in \mathbb{N}} \) such that \( n_{k_j} \leq k_j^{1+\varepsilon} \) for all \( j \in \mathbb{N} \). Since, by (13),
\[
\left( 1 + \frac{1}{n_k} \right) \log Q(n_k) \leq \log Q(n_{k+1})
\]
for all \( k \in \mathbb{N} \), it follows by iterating along the sequence \( \{n_{k_j}\}_{j \in \mathbb{N}} \) that
\[
\log Q(n_{k_j}) \geq \prod_{\nu=0}^{k_j-1} \left( 1 + \frac{1}{n_{\nu}^\varepsilon} \right) \log Q(n_0)
\]
for all $j \in \mathbb{N}$, and so, by choosing $\varepsilon$ such that $(1 + \varepsilon)\delta < 1$,
\[
\limsup_{n \to \infty} \frac{\log \log Q(n)}{\log n} \geq \limsup_{j \to \infty} \frac{\log \log Q(n_{k_j})}{\log n_{k_j}} \\
\geq \limsup_{j \to \infty} \frac{\log \log Q(n_0) + \sum_{\nu=0}^{k_j-1} \log(1 + 1/n_{k_j}^\nu)}{\log n_{k_j}} \\
\geq \limsup_{j \to \infty} \frac{\log \log Q(n_0) + k_j \log(1 + 1/n_{k_j}^\delta)}{(1 + \varepsilon) \log k_j} = \infty,
\]
which contradicts (11). Hence $\sum_{n \in E} n^{-1}$ must be finite; in other words,
\[
\log Q(n + 1) = \log Q(n) + O\left(\frac{\log Q(n)}{n^\delta}\right),
\]
where $\delta > \kappa$, the assertion (12) follows.  
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