
PROCEEDINGS OF THE
AMERICAN MATHEMATICAL SOCIETY
Volume 137, Number 4, April 2009, Pages 1363–1369
S 0002-9939(08)09614-7
Article electronically published on October 16, 2008

CONVERGENCE OF WEIGHTED POLYNOMIAL MULTIPLE
ERGODIC AVERAGES

QING CHU

(Communicated by Bryna Kra)

Abstract. In this article we study weighted polynomial multiple ergodic av-
erages. A sequence of weights is called universally good if any polynomial
multiple ergodic average with this sequence of weights converges in L2. We
find a necessary condition and show that for any bounded measurable function
φ on an ergodic system, the sequence φ(T nx) is universally good for almost

every x. The linear case was covered by Host and Kra.

1. Introduction

In his innovative proof of Szemerédi’s Theorem via ergodic theory, Furstenberg
introduced certain multiple ergodic averages. There have been many results on
these and other nonconventional ergodic averages, including the multiple ergodic
theorems of Host and Kra [2], [3], Leibman [5], Ziegler [10]. Recently Host and Kra
studied weighted ergodic theorems for multiple averages along arithmetic progres-
sions. We give a generalization of this result for polynomial averages, showing:

Theorem 1.1. Let (Y, ν, S) be an ergodic system and φ ∈ L∞(ν). Then there
exists Y0 ⊂ Y with ν(Y0) = 1 such that, for every y0 ∈ Y0, every system (X, µ, T ),
every r ≥ 1, all integer polynomials p1, . . . , pr and all functions f1, . . . , fr ∈ L∞(µ),
the averages

1
N

N−1∑
n=0

φ(Sny0)T p1(n)f1 · · ·T pr(n)fr

converge in L2(µ) .

Throughout this article, by integer polynomial we mean a polynomial all of whose
coefficients are integers.

The case of pi(n) = in was proved by Host and Kra [4].

Remark 1.2. One may wonder why in the theorem Sn is not replaced by Sp(n) for
some integer polynomial p(n). In fact, the latter would be much harder to prove,
even in the simplest case that r = 1 and p1(n) = n. This problem is equivalent to
showing the convergence of the averages of φ(Sp(n)y0)e2πint for all t ∈ T and all
y0 ∈ Y0, where Y0 does not depend on t. But this problem reduces to a question
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of almost everywhere convergence of multiple ergodic averages along polynomials,
and this question is out of reach for the moment.

Note that the set Y0 does not depend on X or on fi, i = 1, . . . , r. We say that
for every y0 ∈ Y0, the sequence φ(Sny0) is universally good for the convergence in
the mean of polynomial multiple ergodic averages.

For r = 1 and p(n) = n, the result follows immediately from the classical Wiener-
Wintner Ergodic Theorem [9] and a corollary of the Spectral Theorem. We follow
a similar strategy, generalizing the proof in [4] along arithmetic progressions to
polynomial progressions, but we need to address some deeper technical issues.

We first recall some definitions; see [1] and [4] for the details. Let G be a
k-step nilpotent Lie group and Γ ⊂ G be a discrete, cocompact subgroup of G. The
compact manifold X = G/Γ is called a k-step nilmanifold. The Haar measure µ of
X is the unique probability measure invariant under the left translations x �→ gx
of G on X. Letting T denote left multiplication by a fixed element α ∈ G, we call
(X, µ, T ) a k-step nilsystem. Let f : X → C be a continuous function, x0 ∈ X; then
the sequence (f(αnx0) : n ∈ Z) is called a basic k-step nilsequence. The family of
basic k-step nilsequences forms a subalgebra of l∞. Under the uniform norm || · ||∞
of l∞, we call a uniform limit of basic k-step nilsequences a k-step nilsequence.

The proof of Theorem 1.1 is broken down into two pieces. First we give a
convergence criterion for weighted polynomial multiple ergodic averages.

Theorem 1.3 (Convergence Criterion for Weighted Averages). For any r, b ∈ N,
there exists an integer K ≥ 1 with the following property: for any bounded sequence
c = (cn : n ∈ Z), if the averages

1
N

N−1∑
n=0

cndn

converge as N → ∞ for every K-step nilsequence d = (dn : n ∈ Z), then for every
system (X, µ, T ), all f1, . . . , fr ∈ L∞(X), and all integer polynomials p1, . . . , pr of
degree ≤ b, the averages

1
N

N−1∑
n=0

cnT p1(n)f1 · T p2(n)f2 · · ·T pr(n)fr(1)

converge in L2(X).

The bulk of this paper is devoted to the proof of this theorem. Then our main
result follows from the following Generalized Wiener-Wintner Theorem proved by
Host and Kra in [4]. The case of a polynomial version of the Wiener-Wintner
theorem was proved by Lesigne ([7], [8]).

Theorem 1.4 (Generalized Wiener-Wintner Theorem [4]). Let (X, µ, T ) be an
ergodic system and φ be a bounded measurable function on X. Then there exists
X0 ⊂ X with µ(X0) = 1 such that for every x ∈ X0, the averages

1
N

N−1∑
n=0

φ(Tnx)bn

converge as N → ∞ for every x ∈ X0 and every nilsequence b = (bn : n ∈ Z).
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While nilsequences do not appear in the statement of Theorem 1.1, they are used
as tools in its proof. Both Theorems 1.3 and 1.4 are of interest on their own, as
results on nilsequences.

2. Proof of Theorem 1.3

Using a standard ergodic decomposition argument, it suffices to prove Theo-
rem 1.3 for ergodic systems.

2.1. We first remind the reader of a definition from Leibman’s paper [6]. We call
a sequence {g(n)}n∈Z with values in a nilpotent group G a polynomial sequence if
g(n) is of the form g(n) = a

p1(n)
1 . . . a

pm(n)
m , where a1, . . . , am ∈ G and p1, . . . , pm

are polynomials taking integer values on the integers.
Before stating the next proposition, we explain briefly its meaning: we can view

the sequence of values of a continuous function along a polynomial sequence on a
nilmanifold as the sequence of values of some other continuous function along an
ordinary orbit of some other nilsystem.

Proposition 2.1. Let (X = G/Γ, T ) be a nilsystem, x0 ∈ X, p be an integer
polynomial, and f ∈ C(X). Then there exists a nilsystem (Y, S), y0 ∈ Y , h ∈ C(Y ),
such that f(T p(n)x0) = h(Sny0) for every n.

Proof. Let (X = G/Γ, T ) be a nilsystem. Suppose Tx := αx, for some α ∈ G.
Then T p(n)x = αp(n)x. Let g(n) := αp(n); then g is a polynomial sequence in G.
Let π : G → X be the factorization mapping. We will assume that x0 = π(1G);
otherwise if x0 = π(γ), γ ∈ G, we write g(n)x0 = g(n)γπ(1G) and replace g(n) by
g(n)γ.

Now we have a nilpotent Lie group G, a discrete cocompact subgroup Γ and
a polynomial sequence g in G. By Proposition 3.14 in Leibman’s paper [6], there
exist a nilpotent Lie group G̃, a discrete cocompact subgroup Γ̃, an epimorphism
η : G̃ → G with η(Γ̃) ⊆ Γ, a unipotent automorphism τ̃ of G̃ with τ̃(Γ̃) = Γ̃, and
an element c̃ ∈ G̃ such that

g(n) = η(τ̃n(c̃)), n ∈ Z.

Let X̃ = G̃/Γ̃ and let π̃ : G̃ → X̃ be the factorization mapping.
The epimorphism η : G̃ → G factors to a map X̃ → X (we also denote it by η),

which is onto and satisfies
π ◦ η = η ◦ π̃.

The map τ̃ induces a homomorphism X̃ → X̃, which we also denote by τ̃ . It
satisfies

τ̃ ◦ π̃ = π̃ ◦ τ̃ .

Let x̃0 = π̃(1G̃); then

η(τ̃n(c̃ x̃0)) = g(n)x0, n ∈ Z.

Let Ĝ be the extension of G̃ by τ̃ . Then Ĝ is a nilpotent Lie group (see Propo-
sition 3.9 in [6]). Let τ̂ be the element in Ĝ representing τ̃ , so that τ̃ (α̃) = τ̂ α̃τ̂−1

for any α̃ ∈ G̃, where the multiplication of Ĝ is given by this formula. We have
Ĝ = {g̃τ̂n : g̃ ∈ G̃, n ∈ Z} and G̃ is open in Ĝ.

Let Γ̂ be the subgroup of Ĝ spanned by Γ̃ and τ̂ . As τ̃ (Γ̃) = Γ̃, we have Γ̂ =
{γ̃τ̂n : γ̃ ∈ Γ̃, n ∈ Z} and Γ̂ ∩ G̃ = Γ̃. By the definition of the relative topology,
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Γ̂ is a discrete subgroup of Ĝ. Moreover, Ĝ/Γ̂ = (G̃Γ̂/Γ̂) can be identified with
G̃/(Γ̂ ∩ G̃) = G̃/Γ̃ = X̃. We write π̂ : Ĝ → X̃ for the quotient map.

Let x̃ ∈ X̃ and g̃ ∈ G̃ with π̃(g̃) = x̃. We have

τ̃ (x̃) = π̃(τ̃(g̃)) = π̂(τ̂ g̃τ̃−1) = π̂(τ̂ g̃) = τ̂ x̃,

because τ̂−1 ∈ Γ̂. So for every n,

g(n)x0 = η(τ̃n(c̃ x̃0)) = η(τ̂n(c̃ x̃0)).

Let Y = (Ĝ/Γ̂, S) = (X̃, S), Sx̃ = τ̂ x̃, and let h = f ◦ η, and y0 = c̃ x̃0. This
system and this function satisfy the announced properties. �
2.2. We recall a few properties of the seminorms and the factors introduced in [2].
Let (X, µ, T ) be an ergodic system. For an integer k ≥ 0, we write X [k] = X2k

and T [k] : X [k] → X [k] for the map T × T × . . . × T , taken 2k times. We define
by induction a probability measure µ[k] on X [k] that is invariant under T [k]. Set
µ[0] = µ. For k ≥ 0, let I [k] be the σ-algebra of T [k]-invariant subsets of X [k].
Then µ[k+1] is the relatively independent product of µ[k] over Ik, which means for
F, F ′ ∈ L∞(X [k]),∫

X[k+1]
F ⊗ F ′ dµ[k+1] =

∫
X[k]

E(F |I [k])E(F ′|I [k]) dµ[k].

For a bounded measurable function f , we define

|||f |||k =

⎛
⎝∫

X[k]

∏
ε∈{0,1}k

C |ε|f(xε) dµ[k](x)

⎞
⎠

1/2k

,(2)

where C : C → C is the conjugacy map z �→ z, ε = ε1ε2 . . . εk with εi ∈ {0, 1} and
|ε| = ε1 + ε2 + · · ·+ εk. It is shown in [2] that for every k ≥ 1, ||| · |||k is a seminorm
on L∞(µ).

Moreover, for every k ≥ 2, X admits a factor Zk−1 such that, for every f ∈
L∞(µ), |||f |||k = 0 if and only if E(f |Zk−1) = 0. One of the main results of [2] is
that, for every k, Zk is an inverse limit of k-step nilsystems. We call this result the
Structure Theorem.

Let (Z = Z1(X), m, T ) be the Kronecker factor of (X, µ, T ). For s ∈ Z, we
define a measure µs on X × X by∫

X×X

f(x)f ′(x′) dµs(x, x′) =
∫

Z

E(f |Z)(z) · E(f ′|Z)(sz) dm(z).

For every s ∈ Z the measure µs is invariant under T × T and is ergodic for
m-almost every s. The ergodic decomposition of µ × µ under T × T is

µ × µ =
∫

Z

µs dm(s).

For each s ∈ Z such that (X × X, µs, T × T ) is ergodic, and for each integer
k ≥ 1, a measure (µs)[k] on (X × X)[k] can be defined in the same way as µ[k].
Furthermore, a seminorm ||| · |||k,s on L∞(µs) can be associated to this measure
in the same way as the seminorm ||| · |||k is associated to µ[k]. It follows from the
definition (2) that for every f ∈ L∞(µ),

|||f |||2
k+1

k+1 =
∫

Z

|||f ⊗ f̄ |||2
k

k,s dm(s).(3)
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2.3. We return to the proof of Theorem 1.3. We may assume that the polynomials
p1, . . . , pr are nonconstant and essentially distinct; that is, pi − pj �= constant for
i �= j.

The following theorem will be proved in the next section.

Theorem 2.2. For any r, b ∈ N, there exists k ∈ N, such that for any nonconstant
essentially distinct polynomials p1, . . . , pr : Z → Z of degree ≤ b, for every ergodic
system (X, µ, T ), every f1, . . . , fr ∈ L∞(X) with |||f1|||k = 0, and any bounded
sequence c = (cn : n ∈ Z), one has

lim
N→∞

∥∥∥∥∥ 1
N

N−1∑
n=0

cnT p1(n)f1 · · ·T pr(n)fr

∥∥∥∥∥
L2(X)

= 0.(4)

2.4. Now we give the proof of Theorem 1.3.

Proof of Theorem 1.3 from Proposition 2.1 and Theorem 2.2. The proof is exactly
the same as the proof of Theorem 2.24 in [4]. For any r, b ∈ N, let k ∈ N be
the integer in Theorem 2.2, and let Zk−1 be the (k − 1)-th factor of (X, µ, T ), as
given by the Structure Theorem. By definition, if E(f1|Zk−1) = 0, then |||f1|||k = 0,
and by Theorem 2.2, the averages (4) converge to zero in L2(X). We say that the
factor Zk−1 is the characteristic for the convergence of these averages. Therefore,
it suffices to prove the result when the functions are measurable with respect to the
factor Zk−1.

Since Zk−1 is an inverse limit of (k − 1)-step nilsystems, by density, we can
assume that (X, µ, T ) is a (k − 1)-step nilsystem and that the functions f1, . . . , fr

are continuous.
But in this case, by Proposition 2.1, for every x ∈ X, and all polynomials

p1, . . . , pr, there exist nilsystems (Y1, S1), . . . , (Yr, Sr), yi ∈ Yi, and gi ∈ C(Yi), such
that fi(T pi(n)x) = gi(Sn

i yi), i = 1, . . . , r.
Let K be the maximal order of the nilsystems (Yi, Si), i = 1, . . . , r. Then the

system (Y = Y1 × · · · × Yr, S = S1 × · · · × Sr) is a K-step nilsystem. Let g :
Y1 × · · · × Yr → R be given by g(y) = g(y1, . . . , yr) = g1(y1) · . . . · gr(yr). So the
sequence

{f1(T p1(n)x) · f2(T p2(n)x) · . . . · fr(T pr(n)x)}n∈Z

= {g1(Sn
1 y1) · g2(Sn

2 y2) · . . . · gr(Sn
r yr)}n∈Z

= {g(Sny)}n∈Z

is a K-step nilsequence and by hypothesis, the averages (1) converge for every
x ∈ X. �

3. Proof of Theorem 2.2

Note that our goal is very similar to the main result in Leibman’s paper [5], the
only difference being that in our case we are dealing with the weighted averages.
In fact, we can deduce Theorem 2.2 by following very closely the arguments of
Leibman in his paper to cover our weighted case with some modifications. But here
we adopt another way that allows us to deduce it directly from Leibman’s result.

Proof of Theorem 2.2. We prove the result by several steps.
(i) The following assertion follows immediately from Theorem 3 in Leibman’s

paper [5]:
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Let r, b ∈ N be fixed. There exists an integer k = k(r, b) such that for every
family of nonconstant essentially distinct polynomials p1, . . . , pr : Z2 → Z of degree
≤ b, we have: for every ergodic system (X,B, µ, T ), and every f1, . . . , fr ∈ L∞(X)
with |||f1|||k = 0, one has

lim
N→∞

∥∥∥∥∥∥
1

N2

∑
0≤m,n<N

T p1(m,n)f1 · · ·T pr(m,n)fr

∥∥∥∥∥∥
L2(X)

= 0.

(ii) We use the notation of Section 2.2. It follows from (3) that |||f1|||k+1 = 0
implies |||f1 ⊗ f̄1|||k,s = 0 for m-almost every s. Using the previous result to the
ergodic system (X × X, µs, T × T ), one gets: if |||f1|||k+1 = 0, then

lim
N→∞

1

N2

∑
0≤m,n<N

∣∣∣∣
∫

T p1(m,n)f1 · · ·T pr(m,n)fr dµ

∣∣∣∣
2

= lim
N→∞

1

N2

∑
0≤m,n<N

∣∣∣∣
∫

Z

∫
X×X

(T×T )p1(m,n)f1⊗f̄1 · · · (T × T )pr(m,n)fr⊗f̄r dµsdm(s)

∣∣∣∣
≤

∫
Z

lim
N→∞

∫
X×X

∣∣∣∣∣∣
1

N2

∑
0≤m,n<N

(T×T )p1(m,n)f1⊗f̄1 · · · (T×T )pr(m,n)fr⊗f̄r

∣∣∣∣∣∣ dµsdm(s)

≤
∫

Z

lim
N→∞

∥∥∥∥∥∥
1

N2

∑
0≤m,n<N

(T × T )p1(m,n)f1⊗f̄1 · · · (T × T )pr(m,n)fr⊗f̄r

∥∥∥∥∥∥
L2(µs)

dm(s)=0.

(iii) Expanding the square, one sees that∥∥∥∥∥ 1
N

N−1∑
n=0

cnT p1(n)f1 · · ·T pr(n)fr

∥∥∥∥∥
2

L2

is equal to

1
N2

∑
0≤m,n<N

cnc̄m

∫
T p1(n)f1 · · ·T pr(n)fr T p1(m)f̄1 · · ·T pr(m)f̄r dµ,

which is less than a constant times

1
N2

∑
0≤m,n<N

∣∣∣∣
∫

T p1(n)f1 · · ·T pr(n)fr T p1(m)f̄1 · · ·T pr(m)f̄r dµ

∣∣∣∣ ,(5)

since by our assumption the sequence cn is bounded. Notice that p1(n), . . . ,
pr(n), p1(m), . . . , pr(m) is a family of 2r essentially distinct polynomials of degree
at most b.

(iv) Combining the previous parts we see that if |||f1|||k(2r,b)+1 = 0, where k(r, b)
is defined in part (i), then for every family of nonconstant essentially distinct poly-
nomials p1, . . . , pr : Z → Z of degree ≤ b, we have that the average (5) converges
to 0. This proves Theorem 2.2. �
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Université Paris-Est, Laboratoire d’Analyse et de Mathématiques Appliquées, UMR
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