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Abstract. Finite rank Butler groups are pure subgroups of completely decomposable groups of finite rank and were defined by M.C.R. Butler. Extending this concept to infinite rank groups, Bican and Salce gave various possible descriptions: A $B_2$-group $G$ is a union of an ascending chain of pure subgroups $G_\alpha$ such that for every $\alpha$ we have $G_{\alpha+1} = G_\alpha + H_\alpha$ for some finite rank Butler group $H_\alpha$. A $B_1$-group is a torsion-free group $G$ satisfying $\text{Bext}^1_Z(G,T) = 0$ for all torsion groups $T$. While the class of $B_2$-groups is contained in the class of $B_1$-groups, it is in general undecidable in ZFC if the two classes coincide.

In this paper we study the endomorphism rings of $B_1$-groups which are not $B_2$-groups working in a model of ZFC that satisfies $2^{\aleph_0} = \aleph_4$.

1. Introduction

M.C.R. Butler [3] defined a finite rank Butler group as a pure subgroup or equivalently as an epimorphic image of an abelian completely decomposable group of finite rank. In the theory of Abelian groups the diversity of finite rank Butler groups has played an important role and has attracted much attention (see [1] or [9]). However, an attempt by Bican and Salce [2] to extend Butler’s notion to infinite rank torsion-free abelian groups led to competing definitions. Among these the $B_1$-groups and $B_2$-groups turned out to be of a particular nature and interest. Recall that a torsion-free abelian group $G$ is called finitely Butler if every finite rank pure subgroup $H$ of $G$ is a Butler group. A torsion-free group $G$ is a $B_2$-group if it has a filtration $G = \bigcup_{\alpha<\lambda} G_\alpha$ of pure subgroups $G_\alpha$ such that for every $\alpha<\lambda$, $G_{\alpha+1} = G_\alpha + H_\alpha$ for some Butler group $H_\alpha$ of finite rank. Finally, a torsion-free group $G$ is called a $B_1$-group if $\text{Bext}^1_Z(G,T) = 0$ for all torsion groups $T$. Here $\text{Bext}^1_Z(-,-)$ denotes the subfunctor of $\text{Ext}^1_Z(-,-)$ consisting of all balanced exact extensions. Recall that a short exact sequence $0 \to T \to M \xrightarrow{\phi} G \to 0$ is balanced exact if for every rational group $R \subseteq \mathbb{Q}$ and homomorphism $\delta : R \to G$ there is a homomorphism $\psi : R \to M$ such that $\psi \phi = \delta$. Then $\text{Bext}^1_Z(G,T)$ consists of equivalence classes of such balanced exact sequences. In particular $\text{Bext}^1_Z(G,T) = 0$ if every balanced exact sequence as above splits, i.e. if there is $\psi : G \to M$ such that $\psi \phi = \text{id}_G$.
It was pointed out in [2] that $B_2$-groups are finitely Butler and any $B_2$-group is a $B_1$-group. However, it had been open for a long time whether the two classes of $B_1$-groups and $B_2$-groups coincide. Assuming Gödel's axiom of constructability, Fuchs and Magidor [6] were able to show that this is indeed the case in $(V = L)$. On the other hand Shelah and the author [12] proved the consistency with ZFC and $2^{\aleph_0} = \aleph_4$ of the existence of $B_1$-groups which are not $B_2$-groups but still finitely Butler. If a $B_1$-group has to be finitely Butler is not yet known; this and many other questions on infinite rank Butler groups are still not solved.

In [10], Mader and the author started a systematic study of the groups constructed in [12] and defined the more general class of Hawaiian groups. These groups are built using data that consists of a set of rational groups and some numerical information. Various results on the structure of Hawaiian groups and their endomorphism rings were obtained in [10] without making additional set-theoretic assumptions. The present paper can be seen as a continuation of [10]. We will show that for certain data the Hawaiian groups are $B_1$-groups but not $B_2$-groups when adding $\kappa$ Cohen reals to the universe. Moreover, we will prove that we can realize particular rings, e.g. the ring of integers, as the endomorphism ring of such Hawaiian groups and hence obtain in some model of ZFC and $2^{\aleph_0} = \aleph_4$ the existence of indecomposable $B_1$-groups, $B_1$-groups with large dual and $B_1$-groups having strange decompositions, respectively, that are not $B_2$-groups. Moreover, we will show that all these groups are pure subgroups of completely decomposable groups, which answers a question posed in [10].

Our notation is standard and we write maps on the left. All groups under consideration are Abelian and written additively. $\Pi$ denotes the set of all primes. If $H$ is a pure subgroup of the Abelian group $G$, then we write $H \subseteq^* G$. Moreover, $H^* \subseteq G$ denotes the purification of the subgroup $H$ of a torsion-free group $G$. A reasonable knowledge about Abelian groups as can be found in [5] and also on set-theory as can be found in [8] is assumed. For further details on infinite rank Butler groups we refer to [12] and the references there.

The author would like to thank the referee for helpful comments and for carefully reading the manuscript.

2. Hawaiian groups and their endomorphism rings

In this section we recall the main definitions and results from [10] that will be needed in the sequel. Let $\kappa$ be an infinite cardinal $\leq 2^{\aleph_0}$. We let

$$V := \bigoplus_{n<\omega} \mathbb{Q} x_n \oplus \bigoplus_{\alpha<\kappa} \mathbb{Q} y_\alpha$$

be the vector space with basis $\{x_n, y_\alpha\}$. Let

$$R := (R_n \mid n < \omega) \quad \text{and} \quad S := (S_\alpha \mid \alpha < \kappa)$$

be sequences of rational groups, by which we mean additive subgroups of $\mathbb{Q}$ that contain $\mathbb{Z}$. We define

$$F := F_\kappa(R, S) = \bigoplus_{n<\omega} R_n x_n \oplus \bigoplus_{\alpha<\kappa} S_\alpha y_\alpha$$

to be the completely decomposable subgroup of $V$ generated by the decomposition basis $\{x_n, y_\alpha\}$. A Hawaiian group with respect to the given data is defined as a torsion-free group sandwiched between $F$ and $V$ in the following way (see [10] Definition 2.1)].
Definition 2.1. Let \( Q := (Q_n \mid n < \omega) \) be a sequence of rational groups, let 
\( P := (p_n : n < \omega) \) be a sequence of \((\text{distinct})\) prime numbers, and finally let \( A = (A_\alpha : \alpha < \kappa) \) be a sequence of subsets of \( \omega \) such that 
\[
\forall \alpha, \beta \ A_\alpha \cap A_\beta \neq \emptyset, \quad \bigcup_{\alpha < \kappa} A_\alpha = \omega, \quad \text{and} \quad \bigcap_{\alpha < \kappa} A_\alpha = \emptyset.
\]
The group 
\[
B = B_n(\mathcal{R}, \mathcal{S}, Q, A, P) = \langle F(\mathcal{R}, \mathcal{S}), p_n^{-1}Q_n(y_n - x_n) : \alpha < \kappa, n \in A_\alpha \rangle \subseteq V
\]
is called a \( \kappa \)-Hawaiian group or simply a Hawaiian group. The set of \( \kappa \)-Hawaiian groups with the specified data is denoted by \( \mathcal{B}_\kappa(\mathcal{R}, \mathcal{S}) \).

Obviously, the definition of a Hawaiian group is very general, and it is not surprising that additional conditions were imposed on the rational groups involved in the data in \([10]\). First we recall some notation from \([10, \text{Definition 2.2}]\), where the type of a rational group is its isomorphism class.

Definition 2.2. Let \( B = B_\kappa(\mathcal{R}, \mathcal{S}, Q, A, P) \in \mathcal{B}_\kappa(\mathcal{R}, \mathcal{S}), \) and \( \alpha < \beta < \kappa \). Then set 

1. \( \delta := \text{type}(Z) \);
2. \( P_\alpha := (p_n^{-1} : n \in A_\alpha) ; \quad \delta_\alpha := \text{type}(P_\alpha) ; \)
3. \( P := (p_n : n < \omega) = \sum_{\rho < \kappa} P_\rho ; \quad R := \sum_{n < \omega} R_n ; \)
4. \( S := \sum_{\rho < \kappa} S_\rho ; \quad Q := \sum_{n < \omega} Q_n ; \)
5. \( P_{\alpha, \beta} := P_\alpha \cap P_\beta = (p_n^{-1} : n \in A_\alpha \cap A_\beta) ; \quad \delta_{\alpha, \beta} := \text{type}(P_{\alpha, \beta}) = \delta_\alpha \land \delta_\beta ; \)
6. \( Q_{\alpha, \beta} := \sum_{n \in A_\alpha \cap A_\beta} Q_n ; \quad \tau_{\alpha, \beta} := \text{type}(Q_{\alpha, \beta}) ; \)
7. \( \sigma_\alpha := \text{type}(S_\alpha) ; \quad S_{\alpha, \beta} = S_\alpha \cap S_\beta ; \quad \sigma_{\alpha, \beta} = \text{type}(S_{\alpha, \beta}) = \sigma_\alpha \land \sigma_\beta. \)

Recall from \([10]\) after Definition 2.2 the following conditions:

1. \( P \cap Q = Z \quad \text{and} \quad \forall n < \omega : Q_n \cap \sum_{i:1 < \omega, i \neq n} Q_i = Z ; \)
2. \( S \cap Q = Z \quad \text{and} \quad S \cap P = Z ; \)
3. \( R \cap P = Z \quad \text{and} \quad R \cap Q = Z. \)

All these conditions are satisfied if \( R = S = Q = Z \), but it is not difficult to exhibit many other examples of rational groups satisfying these conditions. In fact, in our application in Section 3, all groups will be of this kind, i.e. will satisfy (2.1)-(2.3). Moreover, they will also satisfy \( S_\alpha = Z \) for all \( \alpha < \kappa \); hence we drop this part from the data and call the class of such Hawaiian groups \( \mathcal{B}_\kappa(\mathcal{R}) \). If all participating groups \( R_n, S_\alpha \) and \( Q_n \) are chosen to be the group of integers, then the class of Hawaiian groups with these specific data was considered in \([12]\). Our strategy is to change the groups \( R_n \) and \( Q_n^{-1} \) for \( n < \omega \) and to prove that the results from \([12]\) still hold for this larger class of groups and then use the results from \([10]\) to say something about the endomorphism rings of these groups. We therefore state the more general results from \([10]\) that we will need in a form adjusted to our particular setting.

In order to say something about the endomorphism rings of Hawaiian groups, Mader and the author made stronger assumptions on the defining sequences \( A \) (see \([10, \text{Definition 3.1}]\)).

Definition 2.3. Let \( \aleph \) be an infinite cardinal. A set of types \( \{ \delta_\alpha \mid \alpha < \aleph \} \) is called a strong anti-chain of size \( \aleph \) if it satisfies the following condition.

If \( \alpha < \aleph \) and \( E \subseteq \aleph \) is a finite subset of \( \aleph \) such that \( \alpha \notin E \), then \( \delta_\alpha \) and \( \bigwedge_{\rho \in E} \delta_\rho \) are incomparable.
Some easy combinatorics show that there exist strong anti-chains of any cardinality less than or equal to the continuum (see [10, Theorem 3.4]).

We now define strong Hawaiian groups as in [10, Definition 3.5]. Recall that in the context of Hawaiian groups we have $P_\alpha := \langle p_n^{-1} : n \in A_\alpha \rangle$ and $\delta_\alpha := \text{type}(P_\alpha)$.

**Definition 2.4.** A Hawaiian group $B = B_\kappa(\mathcal{R}, \mathcal{Q}, \mathcal{A}^*, \mathcal{P}) \in B_\kappa(\mathcal{R})$ is called a strong Hawaiian group if $\{ \delta_\alpha \mid \alpha < \kappa \}$ is a strong anti-chain of size $\kappa$. We denote the strong Hawaiian groups with the specified data by $B_\kappa(\mathcal{R}, \mathcal{Q}, \mathcal{A}^*, \mathcal{P})$.

We now pass to our specialized setting, namely, strong Hawaiian groups satisfying (2.1) - (2.3). One of the main results from [10, Theorem 2.11 and Theorem 3.6] is the following.

**Theorem 2.5.** Let $B = B_\kappa(\mathcal{R}, \mathcal{Q}, \mathcal{A}^*, \mathcal{P}) \in B_\kappa(\mathcal{R})$ be a strong Hawaiian group satisfying (2.1) - (2.3) and assume $\text{cf}(\kappa) > \aleph_0$. Then $B$ is finitely Butler but not a $B_2$-group.

We will now show that the groups from $B_\kappa(\mathcal{R})$ are even pure subgroups of completely decomposable groups.

**Theorem 2.6.** Every Hawaiian group $B$ in $B_\kappa(\mathcal{R})$ satisfying (2.1) - (2.3) is a pure subgroup of some completely decomposable group.

**Proof.** Let $B \in B_\kappa(\mathcal{R})$ be a Hawaiian group satisfying (2.1) - (2.3). Then $B$ is of the form

$$B = \left\langle \bigoplus_{n < \omega} R_n x_n + \bigoplus_{\alpha < \kappa} \mathbb{Z} y_\alpha, p_n^{-1} Q_n (y_\alpha - x_n) : \alpha < \kappa, n \in A_\alpha \right\rangle$$

and satisfies (2.1) to (2.3). It will be important in the sequel that this implies that the $Q_n$, $R_n$ and $A_\alpha$ involve disjoint sets of primes. We now define a completely decomposable group $D$ via

$$D = \bigoplus_{\alpha < \kappa} (P_\alpha + \hat{Q}_\alpha) b_\alpha + \bigoplus_{n < \omega} (Q_n + R_n) e_n + R \alpha.$$

We claim that $B$ can be embedded purely into $D$ and define $\varphi : B \to D$ via

- $\varphi(x_n) = a + p_n e_n$ if $n < \omega$,
- $\varphi(y_\alpha) = a + b_\alpha$ if $\alpha < \kappa$,
- $\varphi(p_n^{-1} (y_\alpha - x_n)) = p_n^{-1} b_\alpha - e_n$ if $n \in A_\alpha$ and $\alpha < \kappa$.

By the definition of $D$ and the choice of $A_\alpha$ ($\alpha < \kappa$) this is a well-defined homomorphism from $B$ into $D$. We have to prove that $\varphi$ is a pure embedding. Clearly, $\varphi$ is injective on $\bigoplus_{n < \omega} R_n x_n + \bigoplus_{\alpha < \kappa} \mathbb{Z} y_\alpha$ and this subgroup is essential in $B$; hence $\varphi$ is injective. Therefore it is enough to show that $\varphi$ maps $B$ purely into $D$. Thus, let $p \in \Pi$ be a prime and assume that $x \in B$ such that $\varphi(x) \in pD$. Then $x$ is of the form

$$x = \sum_{n < \omega} z_n' x_n + \sum_{\alpha < \kappa} z_\alpha' y_\alpha + \sum_{(n, \alpha) : \alpha < \kappa, n \in A_\alpha} \frac{t_n}{p_n} (y_\alpha - x_n)$$

for some $z_n' \in R_n$, $z_\alpha' \in \mathbb{Z}$ and $t_n \in Q_n$. Note that almost all coefficients in equation (2.4) are zero. We have to prove that $x \in pB$. Since $\varphi(x) \in pD$ there are
\[ z_\alpha \in (P_\alpha + \sum_{n:n \in A_\alpha} Q_n) \text{ and } z_n \in (Q_n + R_n), z_\alpha \in \sum_{n<\omega} R_n \text{ such that } \]

\[ p \left( \sum_{\alpha<\kappa} z_\alpha b_\alpha + \sum_{n<\omega} z_n e_n + z_\alpha a \right) = \varphi(x) \]

(2.5) \[ = \varphi \left( \sum_{n<\omega} z'_n x_n + \sum_{\alpha<\kappa} z'_\alpha y_\alpha + \sum_{(n,\alpha):\alpha<\kappa, n \in A_\alpha} \frac{t_\alpha}{p_n} (y_\alpha - x_n) \right) \]

\[ = \sum_{n<\omega} z'_n (a + p_n e_n) + \sum_{\alpha<\kappa} z'_\alpha (a + b_\alpha) + \sum_{(n,\alpha):\alpha<\kappa, n \in A_\alpha} \left( \frac{t_\alpha}{p_n} b_\alpha - t_\alpha e_n \right). \]

Equating coefficients yields

(i) \[ p z_\alpha = z'_\alpha + \sum_{n:n \in A_\alpha} \alpha \frac{t_\alpha}{p_n} \text{ for } \alpha < \kappa, \]
(ii) \[ p z_n = p_n z'_n - \sum_{\alpha:n \in A_\alpha} \alpha \frac{t_\alpha}{p_n} \text{ for } n < \omega, \]
(iii) \[ p z_\alpha = \sum_{n<\omega} z'_n + \sum_{\alpha<\kappa} z'_\alpha. \]

We now distinguish two cases, namely, if \( p = p_m \in \mathcal{P} \) for some \( m < \omega \) or \( p \neq p_m \) for all \( m < \omega \). Since both cases are similar, we will assume that \( p = p_m \) for some \( m \in \omega \) and leave the second case to the reader. We choose \( 0 \neq s \in \mathbb{Z} \) minimal such that \( p_m s z_\alpha \in \mathbb{Z} \) for all \( \alpha < \kappa \). By the choice of \( R_\alpha \) and \( Q_\alpha \) (see (2.1) and (2.3)) we conclude that \( \frac{1}{p} \notin Q_\alpha \) and \( \frac{1}{p} \notin R_\alpha \) for all \( n < \omega \). Moreover, since \( \frac{t_\alpha}{p_n} \) is either 1 or 0 for all \( \alpha < \kappa \) and \( n < \omega \) we obtain \( \gcd(s, p_m) = 1 \). Let \( k, l \in \mathbb{Z} \) such that \( ks + lp_m = 1 \). Then

\[ x = \sum_{n<\omega} \left( z'_n - \sum_{\alpha:n \in A_\alpha} \frac{k s t_\alpha}{p_n} \right) x_n + \sum_{\alpha<\kappa} \left( z'_\alpha + \sum_{n:n \in A_\alpha} \frac{k s t_\alpha}{p_n} \right) y_\alpha \]

\[ + \sum_{(n,\alpha):\alpha<\kappa, n \in A_\alpha} l p_m \frac{t_\alpha}{p_n} (y_\alpha - x_n). \]

Now, the last term \( \sum_{(n,\alpha):n \in A_\alpha} l p_m \frac{t_\alpha}{p_n} (y_\alpha - x_n) \) is in \( p_m B \), and \( \sum_{\alpha:n \in A_\alpha} \frac{k s t_\alpha}{p_n} \in \mathbb{Z} \) as well as \( \sum_{\alpha:n \in A_\alpha} \frac{k s t_\alpha}{p_n} \in \mathbb{Z} \) by Lemma 2.5 from \([10]\). Hence we may assume without loss of generality that \( x \) is of the form

\[ x = \sum_{n<\omega} z'_n x_n + \sum_{\alpha<\kappa} z'_\alpha y_\alpha \]

for some \( z'_n \in R_n \) and \( z'_\alpha \in \mathbb{Z} \). Equating coefficients we obtain as before

(iv) \[ p_m z_\alpha = z'_\alpha \text{ for } \alpha < \kappa, \]
(v) \[ p_m z_n = p_n z'_n \text{ for } n < \omega, \]
(vi) \[ p_m z_\alpha = \sum_{n<\omega} z'_n + \sum_{\alpha<\kappa} z'_\alpha. \]
Now write $x$ as

$$x = \sum_{n<\omega, n \neq m} z'_n x_n + z'_m x_m + \sum_{\alpha: m \notin A_n} z'_\alpha + \sum_{\alpha: m \in A_n} z'_\alpha = \sum_{n<\omega, m \neq n} z'_n x_n + (z'_m + \sum_{\alpha: m \in A_n} z'_\alpha) x_m + \sum_{\alpha: m \notin A_n} z'_\alpha + p_m \sum_{\alpha: m \in A_n} z'_\alpha^{-1} (y_\alpha - x_m).$$

Again, the last term $p_m \sum_{\alpha: m \in A_n} z'_\alpha^{-1} (y_\alpha - x_m) \in p_mB$; hence we may assume without loss of generality that it is zero, so

$$x = \sum_{n<\omega, n \neq m} z'_n x_n + z'_m x_m + \sum_{\alpha: m \notin A_n} z'_\alpha.$$

Applying $\varphi$ and equating coefficients now yields

1. $p_m z_\alpha = z'_\alpha$ for all $\alpha$ such that $m \notin A_n$,
2. $p_m z_n = p_n z'_n$ for $n \neq m$,
3. $p_m z_\alpha = (\sum_{\alpha: m \notin A_n} z'_\alpha + \sum_{n<\omega} z'_n)$.

Hence $z'_\alpha \in p_m\mathbb{Z}$ by (vii) and $z'_n \in p_m\mathbb{Z}$ by (viii) and (ix), so $x \in p_mB$. This finishes the proof.

Finally, we recall some results from [10] on the endomorphism rings of strong Hawaiian groups. We need to explain some more notation used for classes of Hawaiian groups in [10].

- $B_s(\mathbb{R}^*,\mathbb{Q},\mathbb{A}^*,\mathcal{P})$ is the group $B_s(\mathbb{R},\mathbb{Q},\mathbb{A}^*,\mathcal{P})$, where $\mathbb{R}$ is such that the types $\text{type}(R_n)$ are pairwise incomparable;
- $B_s(\mathbb{A}^*,\mathcal{P})$ (respectively $B_s(\mathbb{A},\mathcal{P})$) is the group $B_s(\mathbb{R},\mathbb{Q},\mathbb{A}^*,\mathcal{P})$ (respectively $B_s(\mathbb{A},\mathbb{Q},\mathbb{A},\mathcal{P})$), where $\mathbb{R}$ and $\mathbb{Q}$ are all sequences of the integers $\mathbb{Z}$.

The following lemma shows that the Hawaiian groups may have many free summands but may also be indecomposable.

**Lemma 2.7** ([10] Corollary 4.7 and Corollary 4.8]). Let $B = B_s(\mathbb{A},\mathcal{P}) \in B_s(\mathbb{R})$. Then $|\text{Hom}_\mathbb{Z}(B,\mathbb{Z})| \geq 2^{\aleph_0}$. Moreover, if $B = B_s(\mathbb{A}^*,\mathcal{P})$ and $\mathbb{A}_\alpha$ is infinite for all $\alpha < \kappa$, then

$$\text{Hom}_\mathbb{Z}(B,\mathbb{Z}) \cong \prod_{n<\omega} \mathbb{Z} \quad \text{and} \quad |\text{Hom}_\mathbb{Z}(B,\mathbb{Z})| = 2^{\aleph_0}.$$

Recall that the nucleus $\text{nuc}(R)$ of a rational group is the largest subring of $R$ or equivalently $\text{End}(R)$.

**Lemma 2.8** ([10] Corollary 5.6]). Let $B = B_s(\mathbb{R}^*,\mathbb{Q},\mathbb{A}^*,\mathcal{P}) \in B_s(\mathbb{R})$ satisfy (2.1)–(2.3) and the additional property that $q_0 R = R$ for some prime number $q_0 \notin \mathcal{P}$ and $\{\text{type}(R_n) : n < \omega\}$ is an anti-chain. Then $f \in \text{End}_\mathbb{Z}(B)$ if and only if $f$ is induced by a linear transformation $y_\alpha \mapsto r y_\alpha$, $x_n \mapsto r x_n - \epsilon_n p_n x_n$, where $r \in \mathbb{Z}$ and $\epsilon_n \in \text{nuc}(R_n)$.

Finally, we have
Lemma 2.9 ([10] Corollary 5.7). Let \( B = B_κ(R^*, Q, A^*, P) \in B_κ(R) \) satisfy (2.1)–(2.3) and the additional property that \( q_0R = R \) for some prime number \( q_0 \notin P \) and \( \{\text{type}(R_n) : n < ω\} \) is an anti-chain. Assume that \( Q_n \not\subseteq R_n \) for all \( n < ω \). Then \( \text{End}_{Z}(B) = Z \).

3. \( B_1 \)-GROUPS

In this section we shall use [14] together with the results from the previous section to show that the existence of \( B_1 \)-groups that are not \( B_2 \)-groups but have a certain prescribed endomorphism ring is consistent with ZFC. We first need to define a particular ring. Let \( \Pi_p = \{p_n : n < ω\} \) be an infinite set of primes.

Definition 3.1. Let \( L = \left( \mathbb{Z} \times \prod_{n < ω} p_n \mathbb{Z}, +, \ast \right) \) be the ring defined as follows for the operations \(+\) and \(\ast\) for \((r, p_n r_n : n < ω), (s, p_n s_n : n < ω) \in L:\)

\[
\begin{align*}
(1) & \quad (r, p_n r_n : n < ω) + (s, p_n s_n : n < ω) = (r + s, p_n (r_n + s_n) : n < ω); \\
(2) & \quad (r, p_n r_n : n < ω) \ast (s, p_n s_n : n < ω) = (rs, p_n (rs_n + sr_n - p_n r_n s_n) : n < ω).
\end{align*}
\]

The following lemma is easily verified.

Lemma 3.2. Let \( L = \left( \mathbb{Z} \times \prod_{n < ω} p_n \mathbb{Z}, +, \ast \right) \) be defined as in Definition 3.1. Then \( L \) is a unital associative ring such that

\[
\begin{align*}
(1) & \quad 1_L = (1, 0 : n < ω). \\
(2) & \quad 0_L = (0, 0 : n < ω). \\
(3) & \quad L \text{ is commutative.} \\
(4) & \quad L \text{ does not contain idempotents } \neq 0, 1_L. \\
(5) & \quad L \text{ contains (many) zero divisors; for instance, if } m \in \mathbb{Z}, \text{ then } (p_m, 1 : n < ω) \text{ is a zero divisor.} \\
(6) & \quad \text{the group of units } U(L) \text{ satisfies } U(L) = \{1_L, -1_L\}. \\
(7) & \quad \text{the nil radical } \text{nil}(L) \text{ of } L \text{ satisfies } \text{nil}(L) = \{0_L\}. \\
(8) & \quad \bar{s} = (s, p_n s_n : n < ω) \in L \text{ is von Neumann regular if and only if } \bar{s}^2 = \bar{s}. \\
(9) & \quad \prod_{n < ω} p_n \mathbb{Z} \text{ is a two-sided ideal of } L \text{ and the multiplication is given by } (p_n r_n : n < ω) \ast (p_n s_n : n < ω) = (-r_n s_n p_n^2 : n < ω).
\end{align*}
\]

Proof. Claims (1), (2), (3), (5) and (9) are easy to check. In order to prove (4) through (8) assume that \( \bar{r} = (r, p_n r_n : n < ω) \in L \) and \( \bar{s} = (s, p_n s_n : n < ω) \in L \). Then

\[
\bar{r} \ast \bar{s} = (rs, (rs_n + sr_n - r_n s_n p_n) p_n : n < ω).
\]

To check (4) assume that \( \bar{r}^2 = \bar{r} \). By equation (3.1) it follows that

\[
r^2 = r \quad \text{and} \quad (2rr_n - r^2 p_n) p_n = r_n p_n
\]

for all \( n < ω \). Thus \( r = 1 \) or \( r = 0 \) and \( r_n = (2rr_n - r^2 p_n) \) for all \( n < ω \). If \( r = 0 \), then \( r_n = 0 \) follows and we obtain \( \bar{r} = 0_L \). If \( r = 1 \), then \( r_n = r^2 p_n \) follows and again we get \( r_n = 0 \). Thus \( \bar{r} = 1_L \) in this case.

Now assume that \( \bar{r} \ast \bar{s} = 1_L \). Hence

\[
rs = 1 \quad \text{and} \quad (rs_n + sr_n - r_n s_n p_n) p_n = 0
\]

for all \( n < ω \) by equation (5.1). Thus \( r = s = 1 \) and \( s_n + r_n = |r_n s_n p_n| \) follows, which immediately implies \( r_n = s_n = 0 \) and hence \( \bar{s}, \bar{r} \in \{1_L, -1_L\} \), which shows (6).

Similar calculations prove (7) and (8). \(\square\)
As in Lemma \[28\] we let \( R_1 = (R_1^n : n < \omega) \) and \( Q_1 = (\mathbb{Z} : n < \omega) \) be such that the types \( \{ \text{type}(R_1^n) : n < \omega \} \) form an anti-chain and assume that \( \text{nc}(R_1^n) = \mathbb{Z} \) for all \( n < \omega \).

**Proposition 3.3.** Let \( \kappa \leq \aleph_0 \) be an infinite cardinal and \( B = B_\kappa(R_1^n, Q_1, A^*, P) \in B_\kappa(R_1) \) a strong Hawaiian group satisfying (2.1) - (2.3). Moreover, let \( L = (\mathbb{Z} \times \prod_{n<\omega} p_n \mathbb{Z}, +, *) \) be the ring from Definition 3.1. Then \( \text{End}_\mathbb{Z}(B) \cong L \) as rings.

**Proof.** Let \( B \) and \( L \) be as stated in Proposition 3.3. Then any endomorphism \( f \in \text{End}_\mathbb{Z}(B) \) satisfies \( f(y_n) = r^f y_n \) and \( f(x_n) = r^f x_n - p_n r^f x_n \) for some \( r^f, r_n^f \in \mathbb{Z} \) and all \( \alpha < \kappa, n < \omega \) by Lemma 3.3. We define a map \( \Phi : \text{End}_\mathbb{Z}(B) \to L \) by sending \( f \) to the sequence \( (r^f, r_n^f : n < \omega) \). It is now straightforward to check that \( \Phi \) is a ring isomorphism by the choice of the operations \(+, * \) in \( L \). \( \square \)

Our main theorem is

**Theorem 3.4.** Let \( \kappa \geq \aleph_4 \) be a regular uncountable cardinal. Then the following is consistent with ZFC and \( 2^{\aleph_0} = \kappa \).

1. There is a \( B_1 \)-group \( B \) of cardinality \( \kappa \) that is a pure subgroup of some completely decomposable group but is not a \( B_2 \)-group and satisfies \( |\text{Hom}_\mathbb{Z}(B, \mathbb{Z})| = \kappa \). In fact, \( \text{Hom}_\mathbb{Z}(B, \mathbb{Z}) \cong \prod_{n<\omega} \mathbb{Z} \).

2. There is a \( B_1 \)-group \( B \) of cardinality \( \kappa \) that is a pure subgroup of some completely decomposable group but is not a \( B_2 \)-group and \( \text{End}_\mathbb{Z}(B) \cong (\mathbb{Z} \times \prod_{n<\omega} p_n \mathbb{Z}, +, *) \) as rings. In particular, \( B \) is indecomposable and \( \text{Aut}_\mathbb{Z}(B) = \{ id, -id \} \).

3. There is a \( B_1 \)-group \( B \) of cardinality \( \kappa \) that is a pure subgroup of some completely decomposable group but is not a \( B_2 \)-group and satisfies \( \text{End}_\mathbb{Z}(B) = \mathbb{Z} \).

**Proof.** The proof follows [12] Theorem 4.3 with some algebraic modifications. We therefore recall it briefly and point out the changes as well as prove the new algebraic facts. Let \( M \) be a countable transitive model of ZFC in which the generalized continuum hypothesis holds, i.e. \( 2^\lambda = \lambda^+ \) for all infinite cardinals \( \lambda \). Moreover, let \( \kappa \geq \aleph_4 \) be regular and let \( \mathcal{C} \) be the forcing of adding \( \kappa \) Cohen reals, i.e. \( \mathcal{C} = \{ f : \kappa \to 2 \mid \text{Dom}(f) \subseteq \kappa \text{ is finite} \} \). Then \( \mathcal{C} \) preserves cardinals and cofinalities and \( 2^{\aleph_0} = \kappa \) in any extension model \( M[H] \) of \( M \), where \( H \) is a \( \mathcal{C} \)-generic filter. Let \( \tilde{\eta}_n \) denote the \( \mathcal{C} \)-names for the Cohen reals \( \eta_n(H) = \tilde{\eta}_n : \omega \to 2 \) for \( \alpha < \kappa \). Moreover, let \( \tilde{A}_n = \{ n < \omega : \tilde{\eta}_n(n) = 1 \} \). Let \( \tilde{A} = \langle \tilde{A}_\alpha : \alpha < \kappa \rangle \). We now consider strong Hawaiian groups \( B = B_\kappa(\mathcal{R}, \mathcal{Q}, A^*, P) \in B_\kappa(\mathcal{R}) \) for some data \( \mathcal{R}, \mathcal{Q} \) satisfying (2.1) - (2.3). In fact we shall choose \( \mathcal{R}, \mathcal{Q} \) differently for (1), (2) and (3). Let \( \Pi = \Pi_1 \cup \Pi_2 \cup \Pi_3 \) be the union of three disjoint infinite sets. Moreover, enumerate \( \Pi_1 = \{ p_n : n < \omega \} \) increasingly and put \( \mathcal{P} = \Pi_1 = (p_n : n < \omega) \) for notational reasons. Finally, let \( \Pi_2 = \bigcup_{n<\omega} \Pi^n_2 \) as well as \( \Pi_3 = \bigcup_{n<\omega} \Pi^n_3 \) be the disjoint union of infinite subsets \( \Pi^n_2 \) and \( \Pi^n_3 \) respectively such that \( p > k \) for all \( p \in \Pi^n_3 \) and \( k \in \omega \).

- For (1) let \( \mathcal{R} = \mathcal{Q} = (\mathbb{Z} : n < \omega) \).
- For (2) put \( R_n = (p^{-1} : p \in \Pi^n_2) \) and let \( \mathcal{R} = (R_n : n < \omega) \) and \( \mathcal{Q} = (\mathbb{Z} : n < \omega) \).
- For (3) let \( \mathcal{R} = (R_n : n < \omega) \) as in (2) and \( \mathcal{Q} = (Q_n : n < \omega) \), where \( Q_n = (p^{-1} : p \in \Pi^n_3) \).
It follows that any \( B = B_n(\mathcal{R}, \mathcal{Q}, \mathcal{A^+}, \mathcal{P}) \in B_n(\mathcal{R}) \) satisfying (2.1) - (2.3) is a strong Hawaiian group and Theorems 2.6 and 2.5 prove that \( B \) is not a \( B_\Sigma \)-group but a pure subgroup of some completely decomposable group. Moreover, Lemma 2.7, Proposition 3.3 and Lemma 2.9 show that strong Hawaiian groups in \( B_n(\mathcal{R}) \) have the desired endomorphism rings noting that \( \text{mc}(R_n) = \mathbb{Z} \) for all \( n < \omega \). We need to show that in some extension model \( M[H] \) of \( M \) there is a strong Hawaiian group in \( B_n(\mathcal{R}) \) which is a \( B_1 \)-group. The proof for (1) is exactly as in \([12]\), and the proof of (2) is easier with less modifications than the one for (3). Hence we shall only prove (3) using \( B_n(\mathcal{R}, \mathcal{Q}, \mathcal{A^+}, \mathcal{P}) \) as in (3) and satisfying (2.1) - (2.3). Thus the groups under consideration are of the form

\[
\tilde{B} = B(\tilde{A}) = \left( \bigoplus_{\alpha<\kappa} R_n x_n \oplus \bigoplus_{\alpha<\kappa} \mathbb{Z} y_n, p_n^{-1} Q_n(y_n - x_n) : n \in \tilde{A}_\alpha, \alpha < \kappa \right)
\]

with \( R_n = \langle p^{-1} : p \in \Pi^2_\alpha \rangle \) and \( Q_n = \langle p^{-1} : p \in \Pi^3_\alpha \rangle \) for \( n < \omega \). The main difference to \([12]\) is that the generators \( x_n \) and \( y_n - x_n \) have types larger than \( \mathbb{Z} \) in our situation.

By way of contradiction assume that \( \mathcal{C} \) forces that \( \tilde{B} \) is not a \( B_1 \)-group; hence \( \text{Bext}^1_{\Sigma}(B, T) \neq 0 \) for some torsion group \( T \). Let

\[
\text{(E)} \quad 0 \to \tilde{T} \xrightarrow{id} \tilde{G} \xrightarrow{\tilde{\phi}} \tilde{B} \to 0
\]

be forced to be a non-splitting balanced exact sequence with \( \tilde{T} \). Thus there exists \( r^* \in \mathcal{C} \) such that

\[
\text{r}^* \vdash \text{"0} \to \tilde{T} \xrightarrow{id} \tilde{G} \xrightarrow{\tilde{\phi}} \tilde{B} \to 0 \text{ is balanced exact."
}

We now choose preimages \( \tilde{g}_n \in G \) of \( y_n \) under \( \tilde{\phi} \) for all \( \alpha < \kappa \). Similarly let \( \tilde{x}_n \in \tilde{G} \) be a preimage for \( x_n \) under \( \tilde{\phi} \) for \( n < \omega \) such that \( p|\tilde{x}_n \) in \( \tilde{G} \) for all \( p \in \Pi^2_\alpha \). Note that such a choice is possible since the sequence (E) is balanced. It is our aim to show that the balanced exact sequence (E) is forced to split. Hence it is enough to prove that the homomorphism \( \tilde{\phi} \) is right-invertible; i.e. we have to find \( \tilde{\psi} : \tilde{B} \to \tilde{G} \) such that \( \tilde{\phi} \tilde{\psi} = id_{\tilde{B}} \). Therefore it is necessary to find preimages of the generators of \( \tilde{B} \) in \( \tilde{G} \) such that equations satisfied in \( \tilde{B} \) also hold in \( \tilde{G} \). For simplicity let us assume for the moment that we work in a fixed extension model \( M[H] \). We need the following definition.

**Definition 3.5.** Let \( \alpha < \kappa \) and \( t \in T \) be arbitrary. Then the set \( R_{\alpha, t} \) is defined as

\[
R_{\alpha, t} = \{ n \in A_\alpha : g_\alpha - t - \tilde{x}_n \text{ is not divisible by some } p \in \{ p_n \} \cup \Pi^3_\alpha \}.
\]

A purely group theoretic argument was used in \([12]\) Theorem 4.3 and Lemma 4.5] to show that, if for every \( \alpha < \kappa \) there is a \( t_\alpha \in T \) such that \( R_{\alpha, t_\alpha} \) is finite, then \( \varphi \) is invertible. We have to adjust the proof to our situation.

**Fact 3.6.** Let \( \alpha < \kappa \) and let \( t \in T \) such that \( R_{\alpha, t} \) is finite. Then there exists \( t_\alpha \in T \) such that \( R_{\alpha, t_\alpha} = \emptyset \).

**Proof.** Since \( R_{\alpha, t} \) is finite we may assume without loss of generality that \( R_{\alpha, t} \) has minimal cardinality. Assume that \( R_{\alpha, t} \) is not empty and fix \( n \in R_{\alpha, t} \). By the primary decomposition theorem we decompose \( T \) as

\[
T = T_{p_n} \oplus T' \oplus T_{\Pi^3},
\]
where $T_{p_n}$ denotes the $p_n$-primary component of $T$ and $T_{\Pi_3^n} = \bigoplus_{\alpha \in \Pi_3^n} T_{\alpha}$. Since $n \in A_\alpha$, it follows that $p$ divides $(y_\alpha - x_n)$ for all $p \in \{p_n\} \cup \Pi_3^n$. Hence there exists $z \in G$ such that
definition

(3.7) \[ \varphi(z) = (y_\alpha - x_n) \text{ and } p \mid z \text{ for all } p \in \{p_n\} \cup \Pi_3^n \]
since the sequence (E) is balanced. Thus
definition

(3.8) \[ (g_\alpha - t - \bar{x}_n) - z \in T = T_{p_n} \oplus T' \oplus T_{\Pi_3^n} \]
and therefore there exist $t_0 \in T_{p_n}$, $t_1 \in T'$ and $t_2 \in T_{\Pi_3^n}$ such that
definition

(3.9) \[ (g_\alpha - t - \bar{x}_n) - z = t_0 + t_1 + t_2. \]
Let $t' = t + t_0 + t_2$. We claim that $R_{\alpha,t'}$ has smaller cardinality than $R_{\alpha,t}$, a contradiction. By the choice of $t'$ we have
definition

(3.10) \[ (g_\alpha - t' - \bar{x}_n) = g_\alpha - t - t_0 - t_2 - \bar{x}_n = (z + t_1), \]
which is divisible by all $p \in \{p_n\} \cup \Pi_3^n$ since $z$ and $t_1$ are. Hence $n \notin R_{\alpha,t'}$. But
definition

on the other side, if $m \notin R_{\alpha,t}$, then all $p \in \{p_m\} \cup \Pi_3^m$ divide $(g_\alpha - t - \bar{x}_m)$ and thus every $p \in \{p_n\} \cup \Pi_3^n$ divides $(g_\alpha - (t' - t_0 - t_2) - \bar{x}_m)$. Since $p_n \neq p_m$ and $\Pi_3^n \cap \Pi_3^m = \emptyset$ it follows that $p$ divides $t_0 + t_2$ and therefore $p$ divides $(g_\alpha - t' - \bar{x}_m)$ for every $p \in \{p_m\} \cup \Pi_3^m$. Hence $m \notin R_{\alpha,t'}$ showing that $R_{\alpha,t'}$ is strictly smaller than $R_{\alpha,t}$. This finishes the proof.

**Fact 3.7.** Assume that for every $\alpha < \kappa$ there exists $t_\alpha \in T$ such that $R_{\alpha,t_\alpha}$ is finite. Then $\varphi$ is invertible and hence the sequence (E) splits.

**Proof.** By Fact 3.6 we may assume without loss of generality that for every $\alpha < \kappa$ the set $R_{\alpha,t_\alpha}$ is empty. Thus for each $n \in A_\alpha$ we can find $z_{\alpha,n,p} \in G$ such that
definition

(3.11) \[ p_{\alpha,n,p} = g_\alpha - \bar{x}_n - t_\alpha \]
for every $p \in \{p_n\} \cup \Pi_3^n$. We now define a homomorphism $\psi : B \to G$ as follows:
definition

(1) \[ \psi(x_n) = \bar{x}_n (n < \omega); \]
(2) \[ \psi(y_\alpha) = g_\alpha - t_\alpha (\alpha < \kappa); \]
(3) \[ \psi(p^{-1}(y_\alpha - x_n)) = z_{\alpha,n,p} (\alpha < \kappa, n \in A_\alpha, p \in \{p_n\} \cup \Pi_3^n). \]
We leave it to the reader to check that (1), (2) and (3) induce a well-defined homomorphism $\psi : B \to G$ satisfying $\varphi \psi = \text{id}_B$.

**Continuation of the proof of Theorem 3.4** By Fact 3.7 it remains to find for every $\alpha < \kappa$ an element $t_\alpha \in T$ such that the set $R_{\alpha,t_\alpha}$ is finite. Here the forcing was used in [12]. Since the sequence (E) is forced to be balanced exact there exist homomorphisms
definition

(3.11) \[ \tilde{\psi}_{\alpha,\beta} : \tilde{Y}_{\alpha,\beta} \to \tilde{G} \text{ such that } \tilde{\varphi} \tilde{\psi}_{\alpha,\beta} = \text{id}_{\tilde{Y}_{\alpha,\beta}}, \]
where $\tilde{Y}_{\alpha,\beta} = (y_\beta - y_\alpha)_*$. Let $\tilde{h}_{\alpha,\beta} = \tilde{\psi}_{\alpha,\beta}(y_\beta - y_\alpha) \in \tilde{G}$; hence
ndefinition

(3.12) \[ \tilde{t}_{\alpha,\beta} = \tilde{h}_{\alpha,\beta} - (\tilde{g}_\beta - \tilde{g}_\alpha) \in \tilde{T}. \]
Since $\tilde{T}$ is a torsion group we may let $\tilde{m}_{\alpha,\beta} < \omega$ such that
definition

(3.13) \[ m_{\alpha,\beta} = \text{ord}(\tilde{t}_{\alpha,\beta}). \]
We can now easily show

**Fact 3.8.** $r^* \models "$If $n > m_{\alpha,\beta}$, then $p$ divides $(\tilde{g}_\beta - \tilde{g}_\alpha)$ for every $n \in \tilde{A}_\alpha \cap \tilde{A}_\beta$ and $p \in \{p_n\} \cup \Pi_3^n$. "}
Proof: Fix an extension model \(M[H]\) of \(M\). Let \(n > m_{\alpha, \beta}\) and \(n \in A_\beta \cap A_\alpha\). Then \(p > m_{\alpha, \beta}\) follows for all \(p \in \{p_n\} \cup \Pi_3^g\) since the primes \(p_n\) are increasing and \(p > n\) for all \(p \in \Pi_3^g\) by the choice of \(\Pi_3^g\). Therefore \(\gcd(p, m_{\alpha, \beta}) = 1\) and thus \(p\) divides \((h_{\alpha, \beta} - (g_\beta - g_\alpha))\) for all \(p \in \{p_n\} \cup \Pi_3^g\). Moreover, \(h_{\alpha, \beta} = \psi_{\alpha, \beta}(g_\beta - g_\alpha)\) is divisible by \(p\) for all \(p \in \{p_n\} \cup \Pi_3^g\) since \(n \in A_\alpha \cap A_\beta\). Hence \(p\) divides \((g_\beta - g_\alpha)\) for all \(p \in \{p_n\} \cup \Pi_3^g\). □

Now let \(r^* \leq r_{\alpha, \beta} \in \mathcal{C}\) be such that \(r_{\alpha, \beta}\) forces the value \(m_{\alpha, \beta}\) to \(\tilde{m}_{\alpha, \beta}\), i.e.

\[
(3.14) \quad r_{\alpha, \beta} \models "\tilde{m}_{\alpha, \beta} = m_{\alpha, \beta}".
\]

In [12] Fact 4.7 - Fact 4.11 it was then shown by using a theorem due to Erdős and Rado that there is a subset \(\Gamma \subseteq \kappa\) such that \(\Gamma = \{\alpha_\epsilon : \epsilon < \aleph_1\}\) and, among other properties, whenever \(\alpha_\epsilon, \alpha_\rho \in \Gamma\), then \(m_{\alpha_\epsilon, \alpha_\rho} = m^*\) for some fixed integer \(m^*\). This was then used to prove that there exists a forcing condition \(s^* \geq r^*\) and a set \(\hat{Y} \subseteq \Gamma\) such that

**Fact 3.9.** \(s^* \models "|\hat{Y}| = \aleph_1".\)

Moreover, \(s^*\) is strong enough to force the following.

**Fact 3.10.** \(s^* \models "\text{if } \alpha_\epsilon, \alpha_\rho \in \hat{Y} \text{ and } n \in \hat{A}_{\alpha_\epsilon} \cap \hat{A}_{\alpha_\rho} \setminus [0, m^*) \text{, then } p \text{ divides } \hat{g}_{\alpha_\epsilon} - \hat{g}_{\alpha_\rho} \text{ for all } p \in \{p_n\} \cup \Pi_3^g\".\)

The proofs of the above two facts are purely set theoretical and involve only the functions \(r_{\alpha, \beta}\). The only algebraic part appears in the proof of **Fact 3.10**

Given \(\alpha_\epsilon, \alpha_\rho \in \hat{Y}\) and \(n \in \hat{A}_{\alpha_\epsilon} \cap \hat{A}_{\alpha_\rho} \setminus [0, m^*)\) the main point in [12] Fact 4.12 is to construct a forcing condition \(s^* \geq s^*\) and an ordinal \(\alpha_\gamma \in \hat{Y}\) such that \(n \in \hat{A}_{\alpha_\gamma}\) and \(s^* \models r_{\alpha_\epsilon, \alpha_\gamma}, r_{\alpha_\rho, \alpha_\gamma}\). Thus \(s^*\) forces that \(m_{\alpha_\epsilon, \alpha_\gamma} = m^* = m_{\alpha_\rho, \alpha_\gamma}\) and therefore \(p\) divides \(\hat{g}_{\alpha_\epsilon} - \hat{g}_{\alpha_\rho}\) and \(p\) divides \(\hat{g}_{\alpha_\gamma} - \hat{g}_{\alpha_\rho}\) for all \(p \in \{p_n\} \cup \Pi_3^g\) by Fact 3.8. Hence \(p\) divides \(\hat{g}_{\alpha_\epsilon} - \hat{g}_{\alpha_\rho}\) for all \(p \in \{p_n\} \cup \Pi_3^g\).

Finally, using the same arguments we can adjust [12] Fact 4.13 to prove that

**Fact 3.11.** \(s^* \models "\text{for every } \beta < \kappa \text{ there exists } m_\beta < \omega \text{ such that for all } m_\beta < n < A_\beta \text{ and } \alpha_\epsilon \in \hat{Y} \text{ with } n \in \hat{A}_{\alpha_\epsilon} \text{ we have that } p \text{ divides } \hat{g}_\beta - \hat{g}_{\alpha_\epsilon} \text{ for all } p \in \{p_n\} \cup \Pi_3^g".\)

We need to show that **Fact 3.11** implies Theorem 3.1 in fact, using **Fact 3.11** we prove that the set \(R_{\beta, 0}\) is contained in \([0, m_\beta) \cap \mathbb{Z}\) for all \(\beta < \kappa\) and hence is finite whenever \(s^* \in H\). Choose an extension model \(M[H]\) of \(M\) for some generic filter \(H\) containing \(s^*\). As in [12] after Fact 4.13 we claim that we can choose \(\hat{x}_n \in G\) such that

\[
\begin{align*}
(1) & \quad \varphi(\hat{x}_n) = x_n \text{ and } p \text{ divides } \hat{x}_n \text{ for all } p \in \Pi_2^g; \\
(2) & \quad \text{if } n > m^* \text{ and } \alpha \in Y \text{ such that } n \in A_\alpha, \text{ then } p \text{ divides } g_\alpha - \hat{x}_n \text{ for all } p \in \{p_n\} \cup \Pi_3^g.
\end{align*}
\]

Let \(n > m^*\) and choose \(\alpha \in Y\) such that \(n \in A_\alpha\). Let \(k_n \in G\) such that \(\varphi(k_n) = (g_\alpha - x_n) \text{ and } p \text{ divides } k_n \text{ for all } p \in \{p_n\} \cup \Pi_3^g\). Note that \(k_n\) exists since the sequence \((E)\) is balanced. Put \(\hat{x}_n = -k_n + g_\alpha\). Then \(\varphi(\hat{x}_n) = x_n\) and therefore \(\hat{x}_n - \hat{x}_n \in T\). Thus \(\hat{x}_n = \hat{x}_n + t\) for some \(t \in T\). Write \(t = t_1 + t_2\) with \(t_1 \in T^\prime\) and \(t_2 \in T_{\Pi_2^g} \oplus T_{p_n}\), where \(T = T_{\Pi_2^g} \oplus T_{p_n} \oplus T^\prime\). Then \(\hat{x}_n - t_2 = \hat{x}_n + t_1\) is divisible by all \(p \in \Pi_2^g\) since \(\Pi_2^g \cap \Pi_3^g = \emptyset\). Let \(\hat{x}_n = \hat{x}_n + t_1\). Then (1) is satisfied. Moreover, \(g_\alpha - \hat{x}_n = g_\alpha - \hat{x}_n - t_2 = g_\alpha + k_n - g_\alpha - t_1 = -(t_1 - k_n)\) is divisible by all \(p \in \{p_n\} \cup \Pi_3^g\) since \(t_1 \in T^\prime\). This finishes the proof.
Now Fact 3.11 ensures that $R_{\beta,0}$ is contained in $[0,m_\beta)$, for if $m_\beta < n \in A_\beta$, choose $\alpha_\epsilon \in Y$ such that $n \in A_{\alpha_\epsilon}$ (the one which was used when choosing the $\hat{x}_n$’s). Then we have by the choice of $\hat{x}_n$ that $p$ divides $g_{\alpha_\epsilon} - \hat{x}_n$ for all $p \in \{p_\eta \cup \Pi n^\alpha_{\beta}\}$, and by Fact 3.11 we have that $p$ divides $g_\beta - g_{\alpha_\epsilon}$ and hence $p$ divides $g_\beta - \hat{x}_n$ for all $p \in \{p_\eta \cup \Pi n^\alpha_{\beta}\}$. Thus $n \notin R_{(\beta,0)}$ and $R_{(\beta,0)} \subseteq [0,m_\beta)$ follows. Therefore the proof of Fact 3.11 finishes the proof of Theorem 3.4.
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