GLOBAL ESTIMATES IN ORLICZ SPACES FOR THE GRADIENT OF SOLUTIONS TO PARABOLIC SYSTEMS
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Abstract. We find not only an optimal regularity requirement on the coefficients, but also a lowest level of regularity on the boundary for the global estimate of the gradient of a parabolic system in the setting of Orlicz spaces.

1. Introduction

Recently there have been active research activities on the regularity theory of the maximum order derivatives of the solutions of a certain class of partial differential equations and systems in the setting of Orlicz spaces; see [1, 5, 8, 23, 24, 25, 26, 27], etc. Most of these works have been achieved via an approach, the so-called maximal function free technique, which was first introduced by E. Acerbi and G. Mingione in the fine paper [2]. This approach has merit in that it can completely avoid the use of any maximal function theory and it is suitable for situations in which scaling in time and space differs, such as $p$-Laplacian parabolic equations and systems; see [2]. However, as we have seen in most of the results, this approach does need an approximation argument to justify a priori estimates and reach the general case, which makes a complete proof relatively very technical and delicate.

In this paper we revisit a maximal function technique, which has been introduced in [9] and developed for the global estimates in the series of papers [4, 6, 7], to find a direct and elementary proof for some optimal regularity results in the setting of Orlicz spaces. We use here an approximation lemma which is based on higher integrability results on very nonsmooth domains and the smallness of the nonhomogeneous term (see Lemma 3.3), instead of weak compactness method as were used in previous work [4, 6, 7]. Needless to say, we do not need an approximation procedure based on a variable domain technique as was employed in [5, 8, 27].

This work is motivated for the purpose of finding a natural extension of the $L^p$ regularity, $1 < p < \infty$, for the relevant differential operators from the fact that Orlicz spaces have been considered as one of the most natural generalizations of the...
We refer to monographs \cite{3,13,15,20} for more details concerning Orlicz spaces.

In this paper we consider a second-order linear parabolic system in divergence form with possibly measurable coefficients in a very irregular domain to find a reasonable answer to what might be the weakest smoothness of the coefficients and the lowest level of regularity on the boundary for the global estimates in Orlicz spaces for the gradient of such a system. For second-order linear parabolic equations, the global $L^p$-regularity was obtained in the recent work \cite{4} under a very weak assumption on the coefficients and a mild geometric condition on the boundary. The main point in \cite{4} is that the boundary of the domain can be very rough; namely, it can be a Reifenberg flat domain whose geometric condition exhibits a very low level of regularity, prescribing that at all scales the boundary can be trapped between two hyperplanes, depending on the scale chosen. We refer to \cite{6,10,21,22}, etc., for more details concerning Reifenberg domains. The assumption on the coefficients in \cite{4} is that the coefficients can belong to small BMO on the time slice while they are allowed to be measurable on the space slice. We refer to \cite{5,12,14}, etc., for a further discussion on such a type of class. In a similar spirit as in \cite{4}, the aim of this paper is not only to find a version of the result in \cite{4} for systems, but also a discussion on such a type of class. In a similar spirit as in \cite{4}, the aim of this paper is not only to find a version of the result in \cite{4} for systems, but also a discussion on such a type of class.

This paper is organized as follows. In Section 2, we introduce some notation and a problem under consideration, review Orlicz spaces, clarify regularity assumptions on the coefficients and boundary, and state the main result in Theorem 2.9. In Section 3, we discuss a useful setting under the present regularity assumptions, find an approximation lemma via a perturbation theory based on higher integrability results, and discuss a Vitali-type covering argument based on a maximal function operator. The last section is devoted to giving a complete proof of the main result in the setting of Orlicz spaces.

2. Problem and main result

We start this section with some notation.

1. The space and time variables are $(x,t) = (x', x_n, t)$ with their standard Lebesgue measures $dx dt$. A typical point in $\mathbb{R}^n \times \mathbb{R}$ is $(y,s)$.

2. $B_\rho = \{ x \in \mathbb{R}^n : |x| < \rho \}$ is an open ball in $\mathbb{R}^n$ with center 0 and radius $\rho > 0$, $B_\rho(y) = B_\rho + y$, $B_\rho^+(y) = B_\rho \cap \{ x : x_n > 0 \}$, $B_\rho^+(y) = B_\rho^+ + y$, $T_\rho = B_\rho \cap \{ x : x_n = 0 \}$, and $T_\rho(y) = T_\rho + y$.

3. $\Omega = \Omega \cap B_\rho$, $\Omega(y) = \Omega \cap B_\rho(y)$.

4. $\partial \Omega$ is the boundary of $\Omega$, $\partial_n \Omega_\rho = \partial \Omega \cap B_\rho$ is the wiggled part of $\partial \Omega_\rho$, and $\partial_\rho \Omega_\rho = \partial \Omega \cap \{ x : x_n > 0 \}$ is the curved part of $\partial \Omega_\rho$.

5. $Q_\rho = B_\rho \times (-\rho^2, \rho^2)$ is a centered parabolic cube, $Q_\rho(y,s) = Q_\rho + (y,s)$, $Q^+_\rho = B^+_\rho \times (-\rho^2, \rho^2)$ and $Q^+_\rho(y,s) = Q^+_\rho + (y,s)$.

6. $S_\rho = T_\rho \times (-\rho^2, \rho^2)$, $K^*_\rho = \Omega \times (-\rho^2, \rho^2)$ and $K^*_\rho(y,s) = K^*_\rho + (y,s)$.

7. $\partial_n K^*_\rho = \partial_n \Omega \times (-\rho^2, \rho^2)$.

With the notation above we consider the following Dirichlet problem for a parabolic system in divergence form:

\begin{equation}
\begin{cases}
\frac{\partial u^i}{\partial t} - D_\alpha \left( A^{ij}_{\alpha \beta} (x,t) D_{\beta \gamma} u^j \right) = D_\alpha f^i_{\alpha}(x,t) & \text{in } \Omega_T, \\
\quad u^i = 0 & \text{on } \partial_\rho \Omega_T,
\end{cases}
\end{equation}
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for \(i = 1, \ldots, m\) with \(m > 1\). Here \(\Omega\) is a bounded domain in \(\mathbb{R}^n\) with the non-smooth boundary \(\partial \Omega\) and \(\Omega_T = \Omega \times (0, T]\) is a parabolic cylinder with the parabolic boundary \(\partial_p \Omega_T = \partial \Omega \times [0, T] \cup \Omega \times \{t = 0\}\) and \(f = \{f_i\}\) is a given \(m \times n\) matrix with \(|f|^2 \in \mathcal{O}(\Omega_T)\) for a given young function \(\phi\) satisfying the \(\Delta_2 \cap \nabla_2\)-condition; see Definitions 2.2 and 2.4. As usual, repeated indices mean summation; \(\alpha, \beta\) are summed from 1 to \(n\) and \(i, j\) from 1 to \(m\). Here and in the sequel we use the summation convention over repeated indices. We suppose that the tensor matrix \(A^{ij}_{\alpha\beta} : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^{m^2n^2}\) is always assumed to be uniformly bounded, that is,

\[
(A^{ij}_{\alpha\beta}(x, t) | \leq L,
\]

and satisfies the uniform parabolicity condition; that is,

\[
(A^{ij}_{\alpha\beta}(x, t) \xi_1^i \xi_2^j \geq \theta |\xi|^2
\]

for almost every \((x, t) \in \mathbb{R}^n \times \mathbb{R}\), for all \(m \times n\) matrices \(\xi = \{\xi_\alpha^i\}\) and for some positive constants \(\theta, L\).

We will start with a classical definition of weak solutions.

**Definition 2.1.** We say that

\[
u = (u^1, \ldots, u^m) \in C^0(0, T; L^2(\Omega, \mathbb{R}^m)) \cap L^2(0, T; H^1_0(\Omega, \mathbb{R}^m))
\]

is a weak solution of (2.1) if we have the following weak integral formulation:

\[
\int_{\Omega_T} u^i \varphi^i - A^{ij}_{\alpha\beta} D_\beta u^j D_\alpha \varphi^i \, dx \, dt = \int_{\Omega_T} f^i \, D_\alpha \varphi^i \, dx \, dt
\]

for every test function

\[
\varphi = (\varphi^1, \ldots, \varphi^m) \in H^1(0, T; L^2(\Omega, \mathbb{R}^m)) \cap L^2(0, T; H^1_0(\Omega, \mathbb{R}^m))
\]

with \(\varphi = 0\) for \(t = 0\) and \(t = T\).

It is well known that the Dirichlet problem (2.1) has a unique weak solution \(\nu\) with the regularity

\[
u \in H^1_T(0, T; L^2(\Omega, \mathbb{R}^m)) \cap L^2(0, T; H^1_0(\Omega, \mathbb{R}^m))
\]

with the estimate

\[
|||D\nu|||_{L^1(\Omega_T)} \leq c \left(1 + ||f||^2_{L^1(\Omega_T)}\right)
\]

for some constant \(c = c(\theta, L, ||\Omega_T||)\), provided that \(|f|^2 \in L^1(\Omega_T)\) and \(\Omega\) is bounded.

An Orlicz space is an appropriate substitute for an \(L^1\)-space when the \(L^1\)-space does not work. Here we are investigating how the Orlicz-regularity of \(|f|^2\) is reflected to the Orlicz-regularity of \(|D\nu|^2\). To be more specific let us give some definitions and preliminary lemmas on the general Orlicz-Sobolev spaces. A nonnegative real-valued function \(\phi\) defined on \([0, \infty)\) is called a Young function if it is increasing, convex and satisfies

\[
\phi(0) = 0; \ \phi(\infty) = \lim_{\rho \to \infty} \phi(\rho) = \infty; \ \lim_{\rho \to 0} \frac{\phi(\rho)}{\rho} = 0; \ \lim_{\rho \to \infty} \frac{\phi(\rho)}{\rho} = \infty.
\]

Given a Young function \(\phi\) and a bounded domain \(U \in \mathbb{R}^n \times \mathbb{R}\), the Orlicz class \(\mathcal{O}^\phi(U)\) is the set of all measurable functions \(v : U \to \mathbb{R}\) satisfying

\[
\int_U \phi(|v|) \, dx \, dt < \infty.
\]
The Orlicz space \( L^\phi(\Omega) \) is the smallest linear space under pointwise addition and scalar multiplication containing \( K^\phi(U) \). Note that the Orlicz class \( K^\phi(U) \) is in general just a convex set and not a linear space. But if \( \phi \) satisfies the following so-called \( \Delta_2 \)-condition, then the Orlicz class \( K^\phi(U) \) is always a linear space and coincides with the Orlicz space \( L^\phi(U) \) as a linear space.

**Definition 2.2.** A Young function \( \phi \) is said to satisfy the \( \Delta_2 \)-condition, denoted by \( \phi \in \Delta_2 \), if for some number \( \kappa > 1 \),
\[
\phi(2\rho) \leq \kappa \phi(\rho) \quad \forall \rho \geq 0.
\]
This is the case if and only if for every \( r > 1 \) there exists a positive constant \( \kappa_1 = \kappa_1(r) \) such that for all \( \rho \geq 0 \), \( \phi(r\rho) \leq \kappa_1 \phi(\rho) \).

**Remark 2.3.** Given the Young function \( \phi \in \Delta_2 \), the Luxemburg norm \( \| \cdot \|_{L^\phi(U)} \) is defined as
\[
\| v \|_{L^\phi(U)} = \inf \left\{ \rho > 0 : \int_U \frac{\phi(|v|/\rho)}{\rho} \, dx + dt \leq 1 \right\}.
\]
Note that the space \( (L^\phi(U), \| \cdot \|_{L^\phi(U)}) \) is a Banach space with \( C^\infty_0(U) \) dense in the Banach space \( L^\phi(U) \).

Now let us introduce the main condition on \( \phi \), the so-called \( \nabla_2 \)-condition.

**Definition 2.4.** A Young function \( \phi \) is said to satisfy the \( \nabla_2 \)-condition, denoted by \( \phi \in \nabla_2 \), if for some number \( \rho_0 > 1 \),
\[
2\rho_0 \leq \frac{\phi(\rho_0 \rho)}{\phi(\rho)} \quad \forall \rho > 0.
\]
Here and in the sequel, a given Young function is always assumed to satisfy both \( \Delta_2 \) and \( \nabla_2 \) conditions, denoted by \( \phi \in \Delta_2 \cap \nabla_2 \). These doubling-type conditions ensure that a Young function grows neither too slowly nor too fast and they are unavoidable for the type of regularity under consideration (see [23]), and they ensure that a Young function grows neither too slowly nor too fast.

**Remark 2.5.** The function \( \phi(\rho) = \rho^p \), \( p > 1 \), satisfies the \( \Delta_2 \cap \nabla_2 \) condition. Thus the Lebesgue spaces \( L^p \) with \( 1 < p < \infty \) are special cases of Orlicz spaces \( L^\phi \) in this literature.

An important relationship between Lebesgue spaces and the Orlicz spaces considered here is stated below.

**Lemma 2.6.** Let \( \phi \) be a Young function satisfying the \( \Delta_2 \cap \nabla_2 \) condition. Then for some \( \rho_2 \geq \rho_1 > 1 \),
\[
L^{\rho_2}(U) \subset L^\phi(U) \subset L^{\rho_1}(U) \subset L^1(U).
\]

Now we return to the Dirichlet problem (2.1). Given a Young function \( \phi \in \Delta_2 \cap \nabla_2 \), if \( |f|^2 \) belongs to \( L^\phi(\Omega_T) \), then (2.8) in Lemma 2.6 implies that \( f \in L^2(\Omega_T; \mathbb{R}^m) \). Thus it follows from (2.4) that the Dirichlet problem (2.1) has a unique weak solution \( u \) satisfying \( |\nabla u|^2 \in L^1(\Omega_T) \). But it is generally not true that \( |\nabla u|^2 \in L^\phi(\Omega_T) \) under the basic assumptions that \( \Omega \) is bounded and the \( A_{ij}^{\alpha \beta} \) satisfy (2.2) and (2.3). Obviously, such a regularity requires some additional smoothness of the coefficients as well as some additional regularity of the boundary. In this
paper we want to ask what is the weakest condition to place on $A_{ij}^\alpha\beta$ besides (2.2) and (2.3) and what is the lowest level of geometric structure on $\partial\Omega$ under which
\begin{equation}
|f|^2 \in L^\phi(\Omega_T) \implies |\nabla u|^2 \in L^\phi(\Omega_T)
\end{equation}
for a given Young function $\phi \in \Delta_2 \cap \nabla_2$. Our main purpose in this paper is to prove (2.9) provided the $A_{ij}^\alpha\beta$ have small BMO semi-norms of weak type (see Definition 2.7) and $\partial\Omega$ is sufficiently flat in the Reifenberg sense (see Definition 2.8).

To introduce the main result, we first recall the notation mentioned earlier in this section and introduce some more. The integral average of an integrable function $f$ on a bounded subset $U$ of $\mathbb{R}^n \times \mathbb{R}$ is defined by
\begin{equation}
\overline{f}_U = \int_U f(x,t) \, dxdt = \frac{1}{|U|} \int_U f(x,t) \, dxdt.
\end{equation}
For each fixed $t \in \mathbb{R}$ and for each bounded subset $E$ of $\mathbb{R}^n$, we also denote by $\overline{f}_E(t)$ the integral average of $f(\cdot,t)$ on $E$, namely,
\begin{equation}
\overline{f}_E(t) = \int_E f(x,t) \, dx = \frac{1}{|E|} \int_E f(x,t) \, dx.
\end{equation}
Here and in the sequel $\delta > 0$ is a small universal constant, to be determined later. This number is invariant under a scaling and normalization for the problem (2.1).

Low regularity of the coefficients under consideration means that the $A_{ij}^\alpha\beta$ are in BMO space with respect to the space variable and are merely measurable with respect to the time variable previously used in [5, 12]. More precisely we have the following assumption.

**Definition 2.7.** We say that the $A_{ij}^\alpha\beta$ are weakly ($\delta,R$)-vanishing if
\begin{equation}
\sup_{Q_r(y,s)} \sqrt{\int_{Q_r(y,s)} \left| A_{ij}^\alpha\beta(x,t) - A_{ij}^\alpha\beta_{B_r(y)}(t) \right|^2 \, dxdt} \leq \delta,
\end{equation}
where $0 < r \leq R$ and $(y,s) \in \mathbb{R}^{n+1}$.

The class considered in this paper, that is, the class of functions satisfying the weak small BMO condition (2.11), is much larger than the class of functions satisfying the classic VMO condition or strong small BMO condition previously used in [6, 7, 8, 16, 17]. For example, one takes $f(x,t) = g(x)h(t)$ such that the BMO semi-norm of $g(x)$ is small enough to keep $f(x,t)$ satisfying the weak small BMO condition, though $h(t)$ is allowed to have big jumps at a finite number of times. Of course such functions do not satisfy the strong small BMO condition. This class also includes all the measurable functions of the time variable.

As mentioned in the Introduction, the regularity of the boundary is the Reifenberg flatness of a set. Our geometric condition on the boundary of a domain is stated as follows.

**Definition 2.8.** We say that $\Omega$ is ($\delta,R$)-Reifenberg flat if for every point $x \in \partial\Omega$ and every scale $r \in (0,R]$ there exists a coordinate system, which we still denote by $\{x_1, \ldots, x_n\}$, so that in this new coordinate system,
\begin{equation}
B_r \cap \{x_n > \delta r\} \subset B_r \cap \Omega \subset B_r \cap \{x_n > -\delta r\}.
\end{equation}
A Reifenberg flat set was first introduced by Reifenberg in the paper [21]. This set is locally a topological disk if $\delta$ is sufficiently small; see [10, 21]. It turns out that a Reifenberg flat domain exhibits minimal geometric properties for some natural properties in geometric analysis to hold; see [11]. A good example of Reifenberg flat domains considered here is a flat version of the well-known Van Koch snowflake when the angle of the spike with respect to the horizontal is sufficiently small. A Reifenberg flat domain might have a fractal boundary that is like a coastline, a crystal grain boundary, or atomic clusters. We remark that an interior $\epsilon$-neighborhood of a $(\delta, R)$-Reifenberg flat domain is a Lipschitz domain for small $\epsilon > 0$ provided $\delta > 0$ is so small that the domain is a $W^{1,p}$ extension domain; see [6]. On the other hand a Lipschitz domain is $(\delta, R)$-Reifenberg flat provided its Lipschitz constants are small enough; see [22].

Let us state the main results of this paper.

**Theorem 2.9.** Let $\phi$ be a Young function satisfying $\phi \in \Delta_2 \cap \nabla_2$. Then there exists a small positive $\delta = \delta(\theta, L, n, m, \phi, |Q_1|)$ and a positive constant $c = (\theta, L, n, m, \phi, |\Omega_T|)$ such that if the $A^{ij}_{\alpha \beta}$ are weakly $(\delta, R)$-vanishing, $\Omega$ is $(\delta, R)$-Reifenberg flat and $|f|^2 \in L^p(\Omega_T)$, then the unique weak solution $u$ satisfies $|Du|^2 \in L^p(\Omega_T)$ with the estimate

\[
\int_{\Omega_T} \phi \left( |Du|^2 \right) \, dx \, dt \leq c \left( 1 + \int_{\Omega_T} \phi \left( |f|^2 \right) \, dx \, dt \right).
\]

As a corollary of Theorem 2.9 we have the following $W^{1,p}$-regularity for each $1 < p < \infty$.

**Corollary 2.10.** Let $1 < p < \infty$. Then there exists a small positive constant $\delta = \delta(\theta, L, n, m, p, |\Omega_T|)$ and a positive constant $c = (\theta, L, n, m, p, |\Omega_T|)$ such that if the $A^{ij}_{\alpha \beta}$ are weakly $(\delta, R)$-vanishing, $\Omega$ is $(\delta, R)$-Reifenberg flat and $f \in L^p(\Omega_T, \mathbb{R}^m)$, then the unique weak solution $u$ satisfies $|Du| \in L^p(\Omega_T)$ with the estimate

\[
\int_{\Omega_T} |Du|^p \, dx \, dt \leq c \left( 1 + \int_{\Omega_T} |f|^p \, dx \, dt \right).
\]

**Proof.** If $p > 2$, then we take $\phi(r) = r^{p/2}$ and apply Theorem 2.9 to find the corollary. The case $p = 2$ is classical, and the case $1 < p < 2$ can be recovered by duality. \qed

### 3. Maximal Function Approach

For the sake of convenience and clarity, we employ the letter $c$ through this section to denote any constant which can be explicitly computed in terms of known quantities such as $\theta, L, n, m, \phi$ and the geometry of related domains. Thus the exact value denoted by $c$ may change from line to line in a given computation. We also point out that our weak solutions $u \in C^0(0, T; L^2(\Omega, \mathbb{R}^m)) \cap L^2(0, T; H^1_0(\Omega; \mathbb{R}^m))$ of (2.11) will be hereafter assumed to be defined on $\Omega \times \mathbb{R}$ for the following reasons. The solution $u$ and the system can be extended forward by taking $f = 0$ so that all properties in question are preserved. For a backward extension, one can use the zero extension of $u$. Along with the observation above, because the idea of the interior estimates in this context is essentially the same as that of boundary estimates, we treat only the discussion of the estimates on the lateral boundary. Our object in this section is twofold. Initially, we find an approximation lemma;
see Lemma 3.3. We then obtain the decay of the measure of some level set for the gradient; see Lemma 3.6. For simplicity, we take \( R = 6 \) for Lemma 3.3. Namely, we assume

\[
\{(x, t) \in Q_6 : x_n > 0 \} \subset K_6 \subset \{(x, t) \in Q_r : x_n > -12\delta r \}
\]

and

\[
\int_{Q^+_6} \left| A^{\alpha \beta}_{ij}(x, t) - A^{\alpha \beta}_{ij} B^+_6(t) \right|^2 dxdt \leq \delta^2.
\]

With these assumptions we consider a corresponding localized problem

\[
\partial u_i \partial t - D_\alpha \left(A^{\alpha \beta}_{ij} D_\beta u_j \right) = D_\alpha f^i \quad \text{in} \ K_6,
\]

\[
u^i = 0 \quad \text{on} \ \partial w K_6,
\]

and its homogeneous problem

\[
\partial w_i \partial t - D_\alpha \left(A^{\alpha \beta}_{ij} D_\beta w_j \right) = 0 \quad \text{in} \ K_6,
\]

\[
w^i = u^i \quad \text{on} \ \partial p K_6,
\]

where \( u \) is a weak solution under consideration. Plus we also consider a limiting problem

\[
\partial v_i \partial t - D_\alpha \left(A^{\alpha \beta}_{ij} B^+_6(t) D_\beta v_j \right) = 0 \quad \text{in} \ Q^+_5,
\]

\[
v^i = 0 \quad \text{on} \ S_5.
\]

The following higher integrability result near a Reifenberg flat domain follows from the recent papers [18, 19] by Mikko Parviainen in which higher integrability results were discussed near a boundary which satisfies a very mild condition, the so-called capacity density condition, which is weaker than our Reifenberg flatness condition.

**Lemma 3.1.** Let \( w \) be a weak solution of (3.4) with the assumptions (2.2), (2.3), (3.1), (3.2) and

\[
\int_{K_6} \left| \nabla w \right|^2 dxdt \leq 1.
\]

Then \( \nabla w \in L^{2+\epsilon_0}(K_5) \) with the estimate

\[
\int_{K_5} \left| \nabla w \right|^{2+\epsilon_0} dxdt \leq c
\]

for some positive constants \( \epsilon_0 = \epsilon_0(n, m, \theta, L, \delta) \).

Now we observe that if \( v \) is a weak solution of (3.5), then by taking tangential derivatives to this equation, we see that for each \( 1 \leq k \leq n \), \( D_k v \) is a weak solution of

\[
\partial (D_k v)^i \partial t - D_\alpha \left(A^{\alpha \beta}_{ij} B^+_6(t) D_\beta (D_k v)^j \right) = 0 \quad \text{in} \ Q^+_5,
\]

\[
(D_k v)^i = 0 \quad \text{on} \ S_5.
\]

Then by this observation and from standard \( L^\infty \)-regularity for (3.7), we have the following Lipschitz regularity up to the flat boundary.

**Lemma 3.2.** For any weak solution \( v \) of (3.5) with (2.2), (2.3) and (3.2), we have

\[
\| \nabla v \|_{L^\infty(Q^+_5)}^2 \leq c \int_{Q^+_5} |\nabla v|^2 dxdt.
\]
Lemma 3.3. For $0 < \epsilon < 1$ fixed, there exists a small $\delta = \delta(\epsilon) > 0$ such that for any weak solution $u$ of (3.3) with the assumptions (2.2), (2.3), (3.1), (3.2) and

$$\int_{K_6} |\nabla u|^2 \, dx \, dt \leq 1, \quad \int_{K_6} |f|^2 \, dx \, dt \leq \delta^2,$$

there exists a weak solution $v$ of (3.5) such that

$$\int_{K_4} |\nabla (u - v)|^2 \, dx \, dt \leq \epsilon^2,$$

where $\bar{v}$ is the zero extension of $v$ from $Q_5^+ \cap K_5$.

Proof. Let $w$ be a weak solution of (3.4). Then a direct computation shows that $u - w$ is the weak solution of

$$\left\{ \begin{array}{lcl}
\frac{\partial (u-w)^i}{\partial t} - D_\alpha \left( A_{ij}^{\alpha \beta} D_\beta (u-w)^j \right) &=& D_\alpha f^i \quad \text{in} \quad K_6, \\
(u-w)^i &=& 0 \quad \text{on} \quad \partial_p K_6,
\end{array} \right.$$

and we see from the standard $L^2$-estimate and (3.8) that

$$\int_{K_6} |\nabla (u-w)|^2 \, dx \, dt \leq c \int_{K_6} |f|^2 \, dx \, dt \leq c \delta^2.$$

Now according to Lemma 3.1 we see that $|\nabla w|$ is in $L^{2+c_0}(K_5)$ with the estimate

$$\int_{K_5} |\nabla w|^{2+c_0} \, dx \, dt \leq c$$

for some universal constant $c_0$. We next let $h$ be the weak solution of

$$\left\{ \begin{array}{lcl}
\frac{\partial h^i}{\partial t} - D_\alpha \left( A_{ij}^{\alpha \beta} B^\alpha_\beta(t) D_\beta h^j \right) &=& 0 \quad \text{in} \quad K_5, \\
h^i &=& w^i \quad \text{on} \quad \partial_p K_5.
\end{array} \right.$$

Then from (3.4) it follows that $\eta := w - h$ is the weak solution of

$$\left\{ \begin{array}{lcl}
\frac{\partial \eta^i}{\partial t} - D_\alpha \left( A_{ij}^{\alpha \beta} B^\alpha_\beta(t) D_\beta \eta^j \right) &=& D_\alpha \left( A_{ij}^{\alpha \beta} - A_{ij}^{\alpha \beta} B^\alpha_\beta(t) \right) D_\beta w^j \quad \text{in} \quad K_5, \\
\eta^i &=& 0 \quad \text{on} \quad \partial_p K_5.
\end{array} \right.$$

Thus we calculate using Hölder’s inequality and (3.10) that

$$\int_{K_5} |\nabla (w - h)|^2 \, dx \, dt \leq c \left( \int_{K_5} \left| A_{ij}^{\alpha \beta} - A_{ij}^{\alpha \beta} B^\alpha_\beta(t) \right|^2 \, dx \, dt \right)^{\frac{1}{2}} \left( \frac{\delta}{\epsilon} \right)^{\frac{1}{2+c_0}}.$$

Then from Hölder’s inequality, (2.2) and (3.2) we see that

$$\int_{K_5} |\nabla (w - h)|^2 \, dx \, dt \leq c \delta^\sigma$$

for some positive number $\sigma = \sigma(m, n, \theta, L)$. Now we select a smooth cutoff function $\phi = \phi(x_n)$ such that

$$\phi = 1 \text{ if } x_n \geq 1, \quad \phi = 0 \text{ if } x_n \leq 0, \quad |\phi'| \leq c \text{ and } 0 \leq \phi \leq 1.$$

We next let $v$ be the weak solution of

$$\left\{ \begin{array}{lcl}
\frac{\partial v^i}{\partial t} - D_\alpha \left( A_{ij}^{\alpha \beta} B^\alpha_\beta(t) D_\beta v^j \right) &=& 0 \quad \text{in} \quad Q_5^+, \\
v^i &=& h^i \phi \quad \text{on} \quad \partial_p Q_5^+.
\end{array} \right.$$
Then it follows from (3.1) and (3.13) that $v = 0$ on $S_5$, so by Lemma 3.2 and (3.8), we have
\[
\|\nabla v\|_{L^\infty(Q_5^+)}^2 \leq c \int_{Q^+_5} |\nabla v|^2 \, dxdt \leq c \int_{K_5} |\nabla u|^2 \, dxdt \leq c.
\]

We let $\overline{v}$ be the zero extension of $v$ from $Q^+_5$ to $K_5$. Then by a direct computation one can see that $v$ is a weak solution of
\[
\left\{ \begin{array}{ll}
\frac{\partial v}{\partial t} - D_\alpha \left( A^{\alpha\beta}_{ij} B^\beta_i (t) D_\beta v^j \right) = D_n g^i_n & \text{in } K_5, \\
\frac{\partial v}{\partial v} = 0 & \text{on } \partial_w K_5,
\end{array} \right.
\]
where
\[
g^i_n(x, t) = \begin{cases} 
0 & \text{if } (x, t) \in Q^+_5, \\
\frac{1}{A^{ij}_{ij} B_i^j (t)} D_n v^j (x', 0, t) & \text{if } (x, t) \in K_5 \setminus Q^+_5. 
\end{cases}
\]

Then from (3.11) and (3.16), we find that $h - \overline{v}$ is a weak solution of
\[
\left\{ \begin{array}{ll}
\frac{\partial (h - \overline{v})}{\partial t} - D_\alpha \left( A^{\alpha\beta}_{ij} B^\beta_i (t) D_\beta ((h - \overline{v})^j) \right) = -D_n g^i_n & \text{in } K_5, \\
(h - \overline{v})^i = 0 & \text{on } \partial_w K_5.
\end{array} \right.
\]

Now from (3.17) and by a standard $L^2$-estimate for (3.19), we have
\[
\int_{K_4} |\nabla (h - \overline{v})|^2 \, dxdt \leq \int_{K_4} |g^i_n|^2 \, dxdt \leq c \delta,
\]
where the last inequality comes from (2.2), (3.1) and (3.15).

Therefore, it follows from (3.11), (3.12) and (3.19) that
\[
\int_{K_4} |\nabla (u - \overline{v})|^2 \, dxdt \leq c (\delta^2 + \delta^\sigma + \delta).
\]

Now the conclusion directly comes from this estimate (3.20) and by taking $\delta > 0$ so that
\[
c (\delta + \delta^\sigma + \delta) = \epsilon.
\]

This completes the proof.

Our technique is based on the maximal function operator.

**Definition 3.4.** Given a function $f$ defined on $\mathbb{R}^n \times \mathbb{R}$, the Hardy-Littlewood maximal function $\mathcal{M}f$ of $f$ is a function such that
\[
(\mathcal{M}f)(x, t) = \sup_{Q_r(x, t)} \left( \int_Q |f(y, s)| \, dyds, \right)
\]
where the supremum is taken over parabolic cylinders $Q_r(x, t)$ in $\mathbb{R}^n \times \mathbb{R}$ which are centered at the point $(y, s)$ of size $r > 0$. If $f$ is defined only in a bounded domain $U \subset \mathbb{R}^n \times \mathbb{R}$, we define its restricted maximal function as
\[
\mathcal{M}_U f = \mathcal{M}(f \chi_U),
\]
where $\chi$ is the standard characteristic function on $U$.

Similarly to the proof of Lemma 8 in [7], using the maximal function operator and the approximation Lemma 3.3, we get
Lemma 3.5. There is a universal constant $n_1 > 1$ so that for $0 < \epsilon < 1$ fixed, there exists a small $\delta = \delta(\epsilon) > 0$ such that if $u$ is a weak solution of (2.1) under the assumptions (2.2), (2.3), (3.1) and (3.2) with $6$ replaced by $8$, and

$$
\{(x, t) \in K_1 : |\nabla u(x, t)|^2 \leq 1\} \cap \{(x, t) \in K_1 : |\nabla f(x, t)|^2 \leq \delta^2\} \neq \emptyset,
$$

then

$$
\left|\left\{(x, t) \in K_1 : |\nabla u(x, t)|^2 > n_1^2\right\} \cap Q_1\right| < \epsilon|Q_1|.
$$

Let us next fix $\epsilon$ and take $\delta$ and $n_1$ as given in Lemma 3.5. Then in view of a scaling invariance form of Lemma 3.5 and with a careful choice of cubes in the Vitali covering lemma, one can show the decay of the measure of the set $\{(x, t) \in \Omega : |\nabla u(x, t)|^2 > n_1^2\}$. For a complete procedure to derive this decay, we refer to the early work in [4, 7].

Lemma 3.6. Let $u$ be a weak solution of (2.1). Assume that the $A_{ij}^{\alpha\beta}$ are weakly $(\delta, 48)$-vanishing and that $\Omega$ is $(\delta, 48)$-Reifenberg flat. Assume further that

$$
\{x, t\in \Omega : |\nabla u(x, t)|^2 > n_1^2\} \subseteq \{x, t\in \Omega : |\nabla u(x, t)|^2 > 1\}
$$

Then for each natural number $k \geq 1$, we have

$$
\left|\left\{(x, t) \in \Omega : |\nabla u(x, t)|^2 > n_1^{2k}\right\}\right| \leq \epsilon_1^k \left|\left\{(x, t) \in \Omega : |\nabla u(x, t)|^2 > 1\right\}\right| + \sum_{i=1}^{k} \epsilon_1^i \left|\left\{(x, t) \in \Omega : |\nabla u(x, t)|^2 > \delta^2 n_1^{2(k-i)}\right\}\right|,
$$

where $\epsilon_1 = [10/(1-\delta)]^{n+2}$.

4. Proof of the main result

We will use the following standard lemmas in classical measure theory on Orlicz spaces.

Lemma 4.1. Let $\phi$ be a Young function $\phi \in \Delta_2 \cap \Delta_2$ and $U$ a bounded domain in $\mathbb{R}^n \times \mathbb{R}$. If $f \in L^\phi(U)$, then $Mf \in L^\phi(U)$ and

$$
\int_U |f| \phi(|f|) \, dx \, dt \leq c \int_U |\nabla f| \phi(|\nabla f|) \, dx \, dt \leq c \int_U \phi(|f|) \, dx \, dt
$$

with a constant $c$ independent of $f$.

Lemma 4.2. Assume that $f$ is a nonnegative and measurable function in $\mathbb{R}^n \times \mathbb{R}$. Assume further that $f$ has a compact support in a bounded subset $U$ of $\mathbb{R}^n \times \mathbb{R}$. Let $\nu > 0$ and $\sigma > 1$ be constants. Then for any Young function $\phi \in \Delta_2 \cap \Delta_2$, we have

$$
f \in L^\phi(U) \iff \mathcal{S} = \sum_{k \geq 1} \phi(\sigma^k) \left|\left\{(x, t) \in U : f(x, t) > \nu \sigma^k\right\}\right| < \infty
$$

and

$$
\frac{1}{c} \mathcal{S} \leq \int_U |f| \, dx \, dt \leq c(|U| + \mathcal{S}),
$$

where $c > 0$ is a constant depending only on $\nu$, $\sigma$, and $\phi$.

We are now in a position to give a complete proof of our main result, Theorem 2.9.
Proof. We first assume $R = 48$ by a scaling. We also assume

$$
\|(x, t) \in \Omega_T : M(|\nabla u|^2) > n_1^2\| < \epsilon \|Q_1\|
$$

by replacing $u$ and $f$ by $\tau u$ and $\tau f$, respectively, for some small $\tau = \tau(\epsilon) > 0$. Then from Lemma 3.6 we calculate

$$
\sum_{k=1}^{\infty} \phi(n_1^{2k}) \|\{(x, t) \in \Omega_T : M(|\nabla u|^2) > n_1^{2k}\}\|
$$

$$
\leq \sum_{k=1}^{\infty} \phi(n_1^{2k}) \epsilon_1^k \|\{(x, t) \in \Omega_T : M(|\nabla u|^2) > 1\}\|
$$

$$
+ \sum_{k=1}^{\infty} \phi(n_1^{2k}) \sum_{i=1}^{k} \epsilon_1^i \|\{(x, t) \in \Omega_T : M(|f|^2) > \delta^2 n_1^{2(k-i)}\}\| = S_1 + S_2.
$$

Since $\phi \in \Delta_2$ and $n_1 > 1$, there exists $\kappa_1 > 1$ such that $\phi(n_1^2) \leq \kappa_1 \phi(1)$; see Definition 2.2. By iteration, we see that $\phi(n_1^{2k}) \leq \kappa_1^k \phi(1)$. Thus we find

$$
S_1 \leq \phi(1)\|\Omega_T\| \sum_{k=1}^{\infty} (\kappa_1 \epsilon_1)^k \leq c_1 \sum_{k=1}^{\infty} (\kappa_1 \epsilon_1)^k
$$

for some $c_1 = c_1(\phi, \theta, L, \|\Omega_T\|, m, n)$. On the other hand, by using Fubini’s theorem and by the same reasoning set for $S_1$, we have for each $i \geq 1$,

$$
S_2 \leq \phi(1) \sum_{i=1}^{\infty} (\kappa_1 \epsilon_1)^i \Sigma(i),
$$

where

$$
\Sigma(i) = \sum_{k=i}^{\infty} \phi(n_1^{2(k-i)}) \|\{(x, t) \in \Omega_T : M(|f|^2) > \delta^2 n_1^{2(k-i)}\}\|.
$$

But then by Lemmas 4.1 and 4.2 we have

$$
\Sigma(i) \leq c_2 \int_{\Omega_T} \phi(|f|^2) \, dx \, dt
$$

for some constant $c_2 = c_2(\phi, \theta, L, \delta, m, \|\Omega_T\|)$. Thus from (4.3) we obtain

$$
S_2 \leq c_2 \left(\int_{\Omega_T} \phi(|f|^2) \, dx \, dt\right) \sum_{k=1}^{\infty} (\kappa_1 \epsilon_1)^k.
$$

We select $\delta$ so small that $\kappa_1 \epsilon_1 < 1$ and use (4.3) and (4.5) to conclude that

$$
\sum_{k=1}^{\infty} \phi(n_1^{2k}) \|\{(x, t) \in \Omega_T : M(|\nabla u|^2) > n_1^{2k}\}\| \leq c_3 \left(1 + \int_{\Omega_T} \phi(|f|^2) \, dx \, dt\right)
$$

for some constant $c_3 = c_3(\phi, \theta, L, m, n, \|\Omega_T\|)$. Now the conclusion follows from Lemmas 4.1 and 4.2. This completes the proof. □
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