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Abstract. This paper is a continuation and a complement of our previous work on isomorphic classification of some spaces of compact operators. We improve the main result concerning extensions of the classical isomorphic classification of the Banach spaces of continuous functions on ordinals. As an application, fixing an ordinal \( \alpha \) and denoting by \( X^\xi, \omega_\alpha \leq \xi < \omega_\alpha + 1 \), the Banach space of all \( X \)-valued continuous functions defined in the interval of ordinals \([0, \xi]\) and equipped with the supremum, we provide complete isomorphic classifications of some Banach spaces \( K(X^\xi, Y^\eta) \) of compact operators from \( X^\xi \) to \( Y^\eta, \eta \geq \omega \).

It is relatively consistent with ZFC (Zermelo-Fraenkel set theory with the axiom of choice) that these results include the following cases:

1. \( X^* \) contains no copy of \( c_0 \) and has the Mazur property, and \( Y = c_0(J) \) for every set \( J \).
2. \( X = c_0(I) \) and \( Y = l_q(J) \) for any infinite sets \( I \) and \( J \) and \( 1 \leq q < \infty \).
3. \( X = l_p(I) \) and \( Y = l_q(J) \) for any infinite sets \( I \) and \( J \) and \( 1 \leq q < p < \infty \).

1. Introduction and statement of the main result

We mostly use standard Banach space notation as may be found in [13]. In particular, if \( K \) is a compact Hausdorff space and \( X \) is a Banach space, by \( C(K, X) \) we will denote the Banach space of all \( X \)-valued continuous functions defined on \( K \) and equipped with the supremum norm. As in [1], when \( K \) is the interval of ordinals \([0, \xi]\) endowed with the order topology, this space will also be indicated by \( X^\xi \). We write \( X \sim Y \) when the Banach spaces \( X \) and \( Y \) are isomorphic. The cardinality of a set \( \Gamma \) will be denoted by \( |\Gamma| \) and the cardinality of an ordinal \( \xi \) by \( \bar{\xi} \). As usual, for a fixed ordinal \( \alpha \), \( \omega_\alpha \) stands for the first ordinal of cardinality \( \aleph_\alpha \). We also write \( \omega = \omega_0 \).

The main goal of the present paper is to complete the partial isomorphic classifications of some Banach spaces of compact operators recently obtained in [10] and [22]. In order to do this, we first prove Theorem 1.1, which is a refinement of [10, Theorem 1.1]. This result is an extension of the classical isomorphic classification of the \( \mathbb{R}^\xi \) spaces accomplished by Bessaga and Pełczyński [1], in the case where...
\( \omega \leq \alpha < \omega_1; \) Semadeni [23], in the case where \( \omega_1 < \alpha \leq \omega \); Labbé [17], in the case where \( \omega_1 < \alpha < \omega_1^\omega \); and independently Kislyakov [16] and Gul'ko and Os'kin [12], in the general case.

**Theorem 1.1.** Let \( X \) be a Banach space having the Mazur Property and containing no copy of \( c_0 \), \( \Gamma \) a set, \( \alpha \) an initial ordinal and \( \xi \leq \eta \) two infinite ordinals.

1. If \( c_0(\Gamma, X)_{\xi} \sim c_0(\Gamma, X)_{\eta} \), then \( \xi = \eta \).

2. Suppose \( \xi = \eta = \bar{\alpha} \) and assume that \( \alpha = \omega \), or \( \alpha \) is a singular ordinal, or \( \alpha \) is a nondenumerable regular ordinal with \( \alpha^2 \leq \xi \). Then \( c_0(\Gamma, X)_{\xi} \sim c_0(\Gamma, X)_{\eta} \) if and only if \( \eta < \xi \).

3. Suppose that \( \alpha \) is a nondenumerable regular ordinal, \( \xi, \eta \in [\alpha, \alpha^2] \) and let \( \xi', \eta', \gamma \) and \( \delta \) be ordinals such that \( \xi = \alpha \xi' + \gamma \), \( \eta = \alpha \eta' + \delta \), \( \xi', \eta' \leq \alpha \) and \( \gamma, \delta < \alpha \). Then \( c_0(\Gamma, X)_{\xi} \sim c_0(\Gamma, X)_{\eta} \) if and only if \( |\Gamma| \xi' < \aleph_0 \) and \( X^{[\Gamma]}_{\xi'} \sim X^{[\Gamma]}_{\eta'} \) or \( \aleph_0 \leq \aleph(\xi') = \aleph(\eta') \).

4. Suppose that \( \alpha \) is a nondenumerable regular ordinal and \( \alpha \leq \xi < \alpha^2 \leq \eta \). Then \( c_0(\Gamma, X)_{\xi} \not\sim c_0(\Gamma, X)_{\eta} \).

We recall that a Banach space \( X \) is said to have the Mazur Property (in short, MP) if every element of \( X^{**} \) which is sequentially weak* continuous is weak* continuous and thus an element of \( X \). Such spaces were investigated in [15] and [18], and sometimes they are called \( \Gamma \)-complete [21] or \( \mu \)-B-spaces [24].

**Remark 1.2.** First of all, notice that the sufficiency of the statements (2) and (3) of Theorem 1.1 follows immediately from the isomorphic classification of the spaces \( \mathbb{R}^\xi \), with \( \xi \geq \omega \), [16] Theorem 1] and [16] Theorem 2]. Because \( X^\xi \) is isomorphic to the injective tensor product \( X \hat{\otimes} \mathbb{R}^\xi \) and

\[
c_0(\Gamma, X)^{\xi} \sim c_0(\Gamma, X)^{\hat{\otimes} \mathbb{R}^\xi} \sim c_0(\Gamma)^{\hat{\otimes} X \hat{\otimes} \mathbb{R}^\xi} \sim c_0(\Gamma)^{\hat{\otimes} X^\xi},
\]

hence for any \( X, \Gamma \) and \( \xi, \eta \), we have

\[
(1) \quad \mathbb{R}^\xi \sim \mathbb{R}^\eta \Rightarrow X^\xi \sim X^\eta \Rightarrow c_0(\Gamma, X)^{\xi} \sim c_0(\Gamma, X)^{\eta}.
\]

Further, in some cases the inverse implication of (1) holds. More precisely, Theorem 1.1 implies that the inverse of implication (1) holds if \( X \) has MP, does not contain a copy of \( c_0, \xi, \eta \) are infinite ordinals with \( \xi \leq \eta \) and the cardinality of \( \xi \) is either countable or singular or it is a regular ordinal \( \alpha \) with \( \xi \geq \alpha^2 \). The only case when \( \Gamma \) and \( X \) really enter is that described in the assertion (3).

To present some applications of the above theorem, we need to recall some results of the set theory based on the axioms of Zermelo-Fraenkel and the axiom of choice. Let \( m_\ast \) denotes the least real-valued measurable cardinal. It is well known that the existence of measurable cardinals cannot be proved in ZFC [13] pages 106 and 108]. On the other hand, it is relatively consistent with ZFC that measurable cardinals do not exist [11] Theorem 4.14, page 972].

So it is relatively consistent with ZFC that Corollary 1.3 and Remarks 1.6 and 1.7 provide a complete isomorphic classification of the considered spaces.

**Corollary 1.3.** Let \( \xi, \eta, \lambda \) and \( \mu \) be ordinals with \( \omega \leq \xi \leq \eta \), \( \aleph_0 \leq \lambda = \mu < m_\ast \), \( \alpha \) an initial ordinal, \( \Gamma \) a set and \( X \) a Banach space such that \( X^\mu \) contains no copy of \( c_0 \) and has MP.

1. If \( K(X^\xi, c_0(\Gamma)^{\xi}) \sim K(X^\mu, c_0(\Gamma)^{\nu}) \), then \( \xi = \eta \).
Suppose \( \xi = \eta = \alpha \) and assume that \( \alpha = \omega \), or \( \alpha \) is a singular ordinal, or \( \alpha \) is a nondenumerable regular ordinal with \( \alpha^2 \leq \xi \). Then \( \mathcal{K}(X^\lambda, c_0(\Gamma)^\xi) \sim \mathcal{K}(X^\mu, c_0(\Gamma)^\eta) \) if and only if \( \eta < \xi^\omega \).

(3) Suppose that \( \alpha \) is a nondenumerable regular ordinal, \( \xi, \eta \in [\alpha, \alpha^2] \) and let \( \xi', \eta', \gamma, \delta \) be ordinals such that \( \xi = \alpha \xi' + \gamma, \eta = \alpha \eta' + \delta \), \( \xi', \eta' \leq \alpha \) and \( \gamma, \delta < \alpha \). Then \( \mathcal{K}(X^\lambda, c_0(\Gamma)^\xi) \sim \mathcal{K}(X^\mu, c_0(\Gamma)^\eta) \) if and only if \( |\Gamma| \xi < \aleph_0 \) or \( \aleph_0 \leq |\Gamma| \eta' \).

(4) Suppose that \( \alpha \) is a nondenumerable regular ordinal and \( \alpha \leq \xi < \alpha^2 \leq \eta \). Then \( \mathcal{K}(X^\lambda, c_0(\Gamma)^\xi) \not\sim \mathcal{K}(X^\mu, c_0(\Gamma)^\eta) \).

**Proof.** Suppose first that \( Y \) is any Banach space. Since \( c_0(\Gamma)^\xi \) has the approximation property \([5, \text{Corollary 5, page 242}]\) and \([5, \text{Example 11, page 245}]\), it follows from \([3, \text{Proposition 5.3}]\) and \([3, \text{Example 6, page 224}]\) that

\[
\mathcal{K}(Y, c_0(\Gamma)^\xi) \sim Y^* \overset{\ast}{\otimes} c_0(\Gamma)^\xi \sim Y^* \overset{\ast}{\otimes} c_0(\Gamma) \overset{\ast}{\otimes} \mathcal{R}^\xi \sim c_0(\Gamma, Y^*) \overset{\ast}{\otimes} \mathcal{R}^\xi \sim c_0(\Gamma, Y^*)^\xi.
\]

Then, taking \( Y = X^\lambda \) and using the fact that \( (X^\lambda)^* = (C[0, \lambda], X)^* \sim l_1([0, \lambda], X^*) \), we see that

\[
\mathcal{K}(X^\lambda, c_0(\Gamma)^\xi) \sim c_0(\Gamma, l_1([0, \lambda], X^*))^\xi.
\]

By a standard gliding hump argument we can prove that \( l_1([0, \lambda], X^*) \) contains no copy of \( c_0 \); see for instance \([2\, \text{Main Theorem}]\). Moreover, since \( X^* \) has MP, \( l_1([0, \lambda], X^*) \) also has MP because \( \lambda < m_r \) \([15, \text{Theorem 3.1}]\). Then the result follows directly from Theorem 1.1.

**Remark 1.4.** Observe that, as is very easily seen, by \([9, \text{Theorem 2.3}]\), if \( \mathcal{K}(\mathcal{R}^\lambda, \mathcal{R}^\xi) \sim \mathcal{K}(\mathcal{R}^\mu, \mathcal{R}^\eta) \) for some ordinals \( \xi, \eta, \lambda \) and \( \mu \), then \( \lambda = \mu \). Therefore, Corollary 1.3 furnishes a complete isomorphic classification of the spaces \( \mathcal{K}(\mathcal{R}^\xi, \mathcal{R}^\eta) \), where \( \xi \geq \omega \) and \( \eta \geq \omega \). The case \( \omega \leq \xi = \eta < \omega_1 \) is due to C. Samuel \([22\, \text{Corollary 5.2.1}]\), and the case \( \omega \leq \xi \leq \omega_1 \) was obtained in \([10\, \text{under the Continuum Hypothesis}]\).

**Remark 1.5.** (a) We stress that when \( \Gamma \) is a singleton, \( c_0(\Gamma, X) \sim X \), and thus Theorem 1.1 provides in particular the isomorphic classification of the spaces \( X^\xi \), with \( \xi \geq \omega \), whenever \( X \) has MP and contains no copy of \( c_0 \).

(b) If \( X \) is in addition isomorphic to its square \( X^2 \), then the third statement of Theorem 1.1 is reduced to \( X^\xi \sim X^\eta \) if and only if \( \xi^\eta < \aleph_0 \) or \( \aleph_0 \leq \xi^\eta \).

**Remark 1.6.** Fix \( 1 \leq p, q < \infty \), \( \alpha \) an ordinal, \( I \) and \( J \) infinite sets satisfying \( \aleph_0 |I| < m_r \). As we have already mentioned above, \( c_0(\Gamma)^\xi \) has the approximation property for every ordinal \( \xi \). So, for every ordinal \( \eta \geq \omega \), we infer that

\[
\mathcal{K}(c_0(\Gamma)^\xi, l_q(J)^\eta) \sim l_1([0, \xi], l_1(I)) \overset{\ast}{\hat{\otimes}} l_q(J)^\eta \sim (l_1([0, \xi] \times I) \overset{\ast}{\hat{\otimes}} l_q(J))^\eta.
\]

Moreover, the spaces \( l_1([0, \xi] \times I) \overset{\ast}{\hat{\otimes}} l_q(J) \) contain no copy of \( c_0 \) \([21\, \text{Main Theorem}]\). Now if we suppose that \( \xi = \aleph_\alpha \), then \( |I| < m_r \) and consequently the spaces \( l_1([0, \xi] \times I) \overset{\ast}{\hat{\otimes}} l_q(J) \) have MP \([15\, \text{Theorem 3.1}]\) and \([15\, \text{Corollary 5.2.1}]\). Thus by Remark 1.5(b) we get the isomorphic classification of the spaces \( \mathcal{K}(c_0(\Gamma)^\xi, l_q(J)^\eta) \) for \( \xi \) in the interval \( [\omega_n, \omega_{n+1}] \) and \( \eta \geq \omega \).

**Remark 1.7.** Fix \( 1 \leq p, q < \infty \) with \( p > q \), \( \alpha \) an ordinal, \( I \) and \( J \) infinite sets satisfying \( \aleph_\alpha < m_r \). Since \( l_p(\Gamma)^\xi \) has the approximation property for every ordinal \( \xi \) \([5\, \text{Example 11, page 245}]\), we deduce that, for every \( \eta \geq \omega \),

\[
\mathcal{K}(l_p(\Gamma)^\xi, l_q(J)^\eta) \sim l_1([0, \xi], l_p(\Gamma)^\xi) \overset{\ast}{\hat{\otimes}} l_q(J)^\eta \sim (l_1([0, \xi], l_p(\Gamma)^\xi)) \overset{\ast}{\hat{\otimes}} l_q(J))^\eta.
\]
where \(1/p + 1/p' = 1\). Furthermore, by the classical Pitt’s compactness theorem \cite[Proposition 2.3.3]{19}, every linear operator from \(c_0\) or \(l_p\) into \(l_q\) is compact. So by \cite[Proposition 6]{2} the same is true for every linear operator from \(c_0(l_p)\) into \(l_q\). Then by \cite[Corollary 14]{25} we conclude that the spaces \(l_1([0, \xi], l_{p'}(I))\hat{\otimes}l_q(J)\) contain no copy of \(c_0\).

On the other hand, if we assume that \(\tilde{\xi} = \aleph_\alpha\), then according to \cite[Theorem 3.1]{15} and \cite[Corollary 5.2.1]{15}, we have that the spaces \(l_1([0, \xi], l_{p'}(I))\hat{\otimes}l_q(J)\) have MP. Thus again by Remark 1.5(b) we obtain the isomorphic classification of the spaces \(K(l_p(I)^\xi, l_q(J)^\eta)\) for \(\xi\) in the interval \([\omega_\alpha, \omega_{\alpha+1}]\) and \(\eta \geq \omega\).

2. Some preliminary results

In this section, we introduce Definition 2.2, which allows us to strengthen earlier results of \cite{7}; see Lemmas 2.4 and 2.6 and Propositions 2.7 and 2.8. In contrast to Remark 2.1, Remark 2.2, \cite[Remark 3.1]{10}, which, in turn, will be useful in the proof of Theorem 1.1.

We begin by recalling a few necessary definitions that have been introduced in \cite{1}. Let \(\gamma\) be an ordinal. A \(\gamma\)-sequence in a set \(A\) is a function \(f : [1, \gamma] \rightarrow A\) and will be denoted by \((x_\theta)_{\theta < \gamma}\). If \(A\) is a topological space and \(\beta\) is an ordinal, we will say that the \(\gamma\)-sequence \((x_\theta)_{\theta < \gamma}\) is \(\beta\)-continuous if for every \(\beta\)-sequence of ordinals \((\theta_\xi)_{\xi < \beta}\) of \([0, \gamma]\) which converges to \(\theta_\beta\) when \(\xi\) converges to \(\beta\), we have that \(x_{\theta_\xi}\) converges to \(x_{\theta_\beta}\).

Let \(X\) be a Banach space, \(\alpha\) an ordinal number and \(\varphi\) a cardinal number. By \(\mathcal{X}_\alpha^\varphi\) we will denote the space of all \(x^* \in X^{**}\) having the following property: for every set \(B\) with \(|B| = \varphi\), \(\beta < \alpha\) and \(B\)-family \(x^b = (x^*_{\xi}(b))_{\xi < \beta}\), \(b \in B\), of \(\beta\)-sequences of \(X^*\) such that there exists \(M \in \mathbb{R}\) with \(|x^*_\xi(b)| \leq M\) for every \(b \in B\) and \(\xi < \beta\) and such that \(x^*_\xi(b)(x) \xrightarrow{\xi=\beta} 0\), \(\forall x \in X\), uniformly in \(b\), we have \(x^*(x^*_\xi(b)) \xrightarrow{\xi=\beta} 0\) uniformly in \(b\).

**Remark 2.1.** Let \(X\), \(\alpha\), \(\beta\), \(\varphi\), \(B\), \(x^b = (x^*_\xi(b))_{\xi < \beta}\) and \(M\) be as above. Suppose that \((x^*_n)_{n < \omega}\) is an \(\omega\)-sequence in \(\mathcal{X}_\alpha^\varphi\) converging to \(x^*\) in \(X^{**}\). Since
\[
|x^*(x^*_\xi(b))| \leq |x^*_n| |x_n^* - x^*| M + |x_n^*(x^*_\xi(b))|,
\]
for every \(n < \omega\), \(b \in B\) and \(\xi < \beta\), it follows that \(\mathcal{X}_\alpha^\varphi\) is a closed subspace of \(X^{**}\).

Clearly \(cX \subset \mathcal{X}_\alpha^\varphi\), where \(cX\) is the canonical image of \(X\) in \(X^{**}\). Observe also that if \(X\) has MP, then \(\mathcal{X}_\alpha^\varphi = cX\).

We now come to the central definition of this paper:

**Definition 2.2.** Let \(X\) be a Banach space and \(\alpha\) a nondenumerable regular ordinal. Then we set
\[
[X]_\alpha = \bigcap_{\varphi < \alpha} \mathcal{X}_\alpha^\varphi.
\]

**Remark 2.3.** It is readily verified that if \(X\) and \(Y\) are isomorphic Banach spaces, then
\[
[X]_\alpha \cong [Y]_\alpha.
\]

From now on, \(X \to Y\) means that the Banach space \(Y\) contains a copy of the Banach space \(X\). The next lemma was inspired by \cite[Lemma 1.4]{16}.
Lemma 2.4. Let $X$ be a closed subspace of the Banach space $Y$ and $\alpha$ a nondenumerable regular ordinal. Then

$$\frac{[X]_{\alpha}}{cX} \hookrightarrow \frac{[Y]_{\alpha}}{cY}.$$ 

Proof. Let $i$ be the identity embedding of $X$ into $Y$. It is easy to see that $i^{**}([X]_{\alpha}) \subset [Y]_{\alpha}$. Thus we can consider the quotient operator $T : \frac{[X]_{\alpha}}{cX} \rightarrow \frac{[Y]_{\alpha}}{cY}$. We will show that $T$ is an isometry on its image. Notice that it suffices to prove that there exists no $F \in [X]_{\alpha}$ such that $d(F, cX) > 1$ and $d(i^{**}(F), cY) < 1/3$. Suppose then that such an $F$ exists. Fix $y \in Y$ satisfying $||i^{**}(F) - cy|| < 1/3$. Then we can check that $d(y, i(X)) > 2/3$. Next, by the Hahn-Banach theorem, pick $y^* \in Y^*$ such that $||y^*|| = 1$, $y^*(ix) = 0$ for every $x \in X$ and $|y^{**}(y)| > 2/3$. Therefore $i^{**}(F)(y^{**}) = 0$ and $|y^*(y)| = |(cy - i^{**}(F))(y^*)| \leq |cy - i^{**}(F)| < 1/3$, which is absurd.

We also define:

Definition 2.5. Let $X$ be a Banach space, $\alpha$ a nondenumerable regular ordinal and $\gamma$ an arbitrary ordinal. By $m_\alpha([0, \gamma], X)$ we will denote the closed subspace of $l_\infty([0, \gamma], X^{**})$ consisting of $(\gamma + 1)$-sequences $x^{**}_b$ which are $\beta$-continuous for every $\beta < \alpha$ and such that $x^{**}_b \in [X]_{\alpha}$ for every $\theta \leq \gamma$.

The proof of the following lemma is straightforward from the definitions.

Lemma 2.6. Let $X$ be a Banach space, $\alpha$ a nondenumerable regular ordinal, $\gamma$ an arbitrary ordinal and $g \in m_\alpha([0, \gamma], X)$. Then for every limit ordinal $\beta < \gamma$ there exists the limit $\tilde{g}(\beta) = \lim_{\xi \to \beta} g(\xi)$. Moreover, writing $\hat{g}(\theta) = g(\theta)$ for every non-limit-ordinal $\theta \in [0, \gamma]$, we have that $\tilde{g}$ is continuous and $h = g - \hat{g}$ is in $c_0([0, \gamma], [X]_{\alpha})$.

The key to refining [10] Theorem 1.1 and obtaining Theorem 1.1 is the following proposition, which is an improvement of [7] Proposition 2.6. As we will see just below, by virtue of the definition of the spaces $[X]_{\alpha}$, part of Proposition 2.7 can be proved by contradiction. This method of proof does not work when we are considering only a fixed space $X^{**}_\alpha$ as is the case of [7] Proposition 2.6. That is why in [7] Proposition 2.6 an additional hypothesis on the density character of $X^*$ was necessary.

Proposition 2.7. Let $X$ be a Banach space, $\alpha$ a nondenumerable regular ordinal satisfying $[X]_{\alpha} = cX$ and $\gamma$ an arbitrary ordinal. Then $[X^\gamma]_{\alpha} = (H^*)^{-1}(m_\alpha([0, \gamma], X))$, where $H$ is the usual isometry from $l_1([0, \gamma], X^*)$ onto $(X^\gamma)^*$. 

Proof. We split the proof into three parts.

• If $H^*(F) = (F_\theta)_{\theta \leq \gamma}$ with $F \in [X^\gamma]_{\alpha}$, then $F_\theta \in [X]_{\alpha}$, for every $\theta \leq \gamma$. Indeed, fix $\theta_0 \leq \gamma$. We must show that $F_{\theta_0} \in X^\alpha_{\theta_0}$ for every $\varphi < \alpha$. Pick $\varphi < \alpha$. Now take a set $B$ with $|B| = \varphi$, $\beta < \alpha$, and $x^B = (x^B_\xi(b))_{\xi < \beta}, b \in B$, a $B$-family of $\beta$-sequences in $X^*$ such that there exists $M \in \mathbb{R}$ satisfying $\|x^B_\xi(b)\| \leq M$ for every $b \in B$ and $\xi < \beta$ and $x^B_\xi(b)(x) \xi \rightarrow \beta^0, \forall x \in X$, uniformly in $b$.

Let $u^b = (u^b_\xi(b))_{\xi < \beta}$ be the $B$-family of $\beta$-sequences in $l_1([0, \gamma], X^*)$ defined by

$$u^b_\xi(b)(\theta) = \begin{cases} x^b_\xi(b) & \text{if } \theta = \theta_0, \\ 0 & \text{otherwise}. \end{cases}$$
Observe that $H(u^*_\xi(b))(f) = x^*_\xi(b)(f(\theta_\xi))$, $\forall f \in X^\gamma$ and $F(H(u^*_\xi(b))) = F_{\theta_\xi}(x^*_\xi(b))$, for every $b \in B$ and $\xi < \beta$.

Moreover, since $x^*_\xi(b)(f(\theta_\xi)) \xrightarrow{\xi \to \beta} 0$, $\forall f \in X^\gamma$, uniformly in $b$ and $\|H(u^*_\xi(b))\| \leq M$, for every $b \in B$ and $\xi < \beta$, it follows that $F_{\theta_\xi}(x^*_\xi(b)) = F(H(u^*_\xi(b))) \xrightarrow{\xi \to \beta} 0$, because by hypothesis $F \in [X^\gamma]_\alpha \subset (X^\gamma)^\alpha$. So we are done.

- $[X^\gamma]_\alpha \subset (H^*)^{-1}(m_{\alpha}([0, \gamma], X))$. By the first part of the proof it is enough to prove that if $F \in [X^\gamma]_\alpha$, then $H^*(F) = (F_{\theta})_{\beta \leq \gamma}$ is $\beta$-continuous for every $\beta < \alpha$.

Indeed, let us suppose for a contradiction that there exists $\beta < \alpha$ such that $(F_{\theta})_{\beta \leq \gamma}$ is not $\beta$-continuous. Let $(\theta_\xi)_{\xi < \beta}$ be a $\beta$-sequence of ordinals in $[0, \gamma]$ converging to $\beta$ such that $F_{\theta_\xi}$ does not converge to $F_{\theta_\beta}$. Then there exists $\epsilon > 0$ such that for every $\eta < \beta$, there exists an ordinal $\eta < \delta(\eta) < \beta$ satisfying $\|F_{\delta(\eta)} - F_{\theta_\beta}\| \geq \epsilon$.

Therefore, for each $\eta < \beta$, there exists $x^*_\delta(\eta)$ in the unit ball of $X^*$ such that

$$(2) \quad |F_{\delta(\eta)}(x^*_\delta(\eta)) - F_{\theta_\beta}(x^*_\delta(\eta))| \geq \frac{\epsilon}{2}.$$ 

Next we define a $\beta$-sequence $v^\eta = (v^\eta_\xi)_{\xi < \beta}$, $\eta < \beta$, of $\beta$-sequences in $l_1([0, \gamma], X^*)$ by setting

$$v^\eta_\xi(\theta) = \begin{cases} x^\delta(\eta) & \text{if } \theta = \theta_\xi, \\ -x^\delta(\eta) & \text{if } \theta = \theta_\beta, \\ 0 & \text{otherwise} \end{cases}.$$ 

Then, for every $f \in X^\gamma$, $\eta < \beta$ and $\xi < \beta$, since $\|x^\delta(\eta)\| \leq 1$, we have

$$|H(v^\eta_\xi(f))| = |x^\delta(\eta) (f(\theta_\xi)) - x^\delta(\eta) (f(\theta_\beta))| \leq \|f(\theta_\xi) - f(\theta_\beta)\|.$$ 

Hence $H(v^\eta_\xi(f)) \xrightarrow{\xi \to \beta} 0$, $\forall f \in X^\gamma$, uniformly in $\eta < \beta$.

Furthermore, $\|H(v^\eta_\xi(f))\| \leq 2$ for every $\eta < \beta$ and $\xi < \beta$. Since $F \in [X^\gamma]_\alpha$, we would have

$$F(H(v^\eta_\xi(f))) = F_{\theta_\xi}(x^\delta(\eta)) - F_{\theta_\beta}(x^\delta(\eta)) \xrightarrow{\xi \to \beta} 0, \text{ uniformly in } \eta < \beta,$$

which is a contradiction with (2).

- $(H^*)^{-1}(m_{\alpha}([0, \gamma], X)) \subset [X^\gamma]_\alpha$. This part of the proof is essentially the same as the analogous part of the proof of [14] Proposition 2.6. Fix $\varphi < \alpha$. We must show that $(H^*)^{-1}(m_{\alpha}([0, \gamma], X)) \subset (X^\gamma)^\alpha$. Suppose that $g \in m_{\alpha}([0, \gamma], X)$. Write $h = g - \tilde{g}$ as in Lemma 2.6. By hypothesis, $[X]_\alpha = cX$; therefore $\tilde{g} \in (cX)^\gamma = H^*(c(X^\gamma)) \subset H^*([X^\gamma]_\alpha^\beta)$, that is, $(H^*)^{-1}(\tilde{g}) \in (X^\gamma)^\alpha$. Then it is enough to prove that $(H^*)^{-1}(h) \in (X^\gamma)^\alpha$.

To do this, let $B$ be a set with $|B| = \varphi$, $\beta < \alpha$ and a $B$-family $u^b = (u^*_\xi(b))_{\xi < \beta}$, $b \in B$, of $\beta$-sequences in $l_1([0, \gamma], X^*)$ such that there exists $M \in \mathbb{R}$ satisfying $\|u^*_\xi(b)\| \leq M$, for every $b \in B$, $\xi < \beta$ and $H(u^*_\xi(b))(f) \xrightarrow{\xi \to \beta} 0$, $\forall f \in X^\gamma$, uniformly in $b$.

From now on, our task is to show that

$$(3) \quad (H^*)^{-1}(h)(H(u^*_\xi(b))) = \sum_{\lambda} h(\lambda) u^*_\lambda(b)(\lambda) \xrightarrow{\xi \to \beta} 0, \forall f \in X^\gamma, \text{ uniformly in } b.$$ 

To see this, let $C = \{ \lambda \in [0, \gamma] : h(\lambda) \neq 0 \}$ and $D = \{ \lambda \in [0, \gamma] : u^*_\lambda(b)(\lambda) \neq 0 \}$, for some $b \in B$ and some $\xi < \beta$. 
Notice that the cardinality of $D$ is smaller than $\bar{\alpha}$, because the support of each $u_\xi^*(b)$ is enumerable and $\varphi \beta < \bar{\alpha}$. In particular, no element of $C$ is a limit point of $D$. Indeed, if there exist $c \in C$, $\beta_1 < \alpha$ and a $\beta_1$-sequence $(d_\xi)_{\xi < \beta_1}$ in $D$ such that $d_\xi \xrightarrow{\xi \to \beta_1} c$, then by the definition of $m_\alpha([0, \gamma], X)$, it would follow that $g(d_\xi) \xrightarrow{\xi \to \beta_1} g(c) = \bar{g}(c)$. Hence $h(c) = 0$, and we would have a contradiction.

Thus each point of $E = C \cap D$ is isolated in $D$. Therefore, if $\lambda \in E$, there exists a non-limit-ordinal $\delta < \lambda$ such that $[\delta, \lambda] \cap D = \{\lambda\}$. So $u_\xi^*(b)(\theta) = 0$ for every $b \in B$, $\xi < \beta$ and $\delta < \theta < \lambda$.

Let $x$ belong to $X$ and consider $f$ in $X^\gamma$ defined by $f(\theta) = x$ if $\delta < \theta \leq \lambda$, $f(\theta) = 0$ otherwise. Then

$$H(u_\xi^*(b))(f) = \sum_{\delta < \theta \leq \lambda} u_\xi^*(b)(\theta)(f(\theta)) = u_\xi^*(b)(\lambda)(x).$$

Hence $u_\xi^*(b)(\lambda)(x) \xrightarrow{\xi \to \beta} 0$, $\forall x \in X$, uniformly in $b$. Observe also that $\|u_\xi^*(b)(\lambda)\| \leq \|u_\xi^*(b)\| \leq M$ for every $b \in B$ and $\xi < \beta$.

Let $\varepsilon > 0$ and $E_1 = \{\lambda \in E : \|h(\lambda)\| \geq \varepsilon\}$. It follows from Lemma 2.6 that $E_1$ is finite. Since $h(\lambda) \in X^\alpha\gamma$, for every $\lambda$ in $E_1$, we see that

$$\sum_{\lambda \in E_1} h(\lambda)(u_\xi^*(b))(\lambda) \xrightarrow{\xi \to \beta} 0 \text{ uniformly in } b.$$ 

On the other hand,

$$\| \sum_{\lambda \in E} h(\lambda)(u_\xi^*(b)(\lambda)) \| \leq \| \sum_{\lambda \in E_1} h(\lambda)u_\xi^*(b) \| + \varepsilon M.$$ 

Consequently (3) holds. \qed

As in [10], if $\alpha$ is a nondenumerable regular ordinal and $\gamma$ is an arbitrary ordinal, by $\Lambda_\alpha^\gamma$ we will denote the set of all ordinals from $[0, \gamma]$ with cofinality at least $\bar{\alpha}$.

**Proposition 2.8.** Let $\alpha$ be a nondenumerable regular ordinal, $\gamma$ an arbitrary ordinal and $X$ a Banach space satisfying $[X]_{\alpha} = cX$. Then

$$\frac{[X^\gamma]_\alpha}{c(X^\gamma)} \sim \frac{m_\alpha([0, \gamma], X)}{(cX)^\gamma} \sim c_0(\Lambda_\alpha^\gamma, X).$$

**Proof.** The first isomorphism is an immediate consequence of Proposition 2.7 and the fact that $(H^*)^{-1}((cX)^\gamma) = c(X^\gamma)$. To prove the second isomorphism it suffices to apply Lemma 2.6. \qed

We are now ready to improve [10] Lemma 2.6] when $\Gamma$ is a singleton as follows:

**Lemma 2.9.** Let $X$ be a Banach space having MP, $\alpha$ a nondenumerable regular ordinal. If $\mathbb{R}^{\alpha^2} \hookrightarrow X^{\eta}$ for some $\eta < \alpha^2$, then $c_0 \hookrightarrow X$.

**Proof.** We distinguish two cases:

**Case 1.** $\eta < \alpha$. In this case, it follows from $\mathbb{R}^\alpha \hookrightarrow \mathbb{R}^{\alpha^2} \hookrightarrow X^{\eta}$ and [10] Lemma 2.3] that $c_0 \hookrightarrow X$.

**Case 2.** $\alpha \leq \eta < \alpha^2$. Thus $\eta = \alpha \xi + \theta$ for some ordinals $\xi < \alpha$ and $\theta < \alpha$. Since $\mathbb{R}^\eta \sim \mathbb{R}^{\alpha \xi} \sim \hat{X} \hat{\otimes} \mathbb{R}^\eta \sim X \hat{\otimes} \mathbb{R}^{\alpha \xi} \sim X^{\alpha \xi}$.
Let $I$ and $J$ be two sets with $|I| = \check{\alpha}$ and $|J| = \check{\xi}$. According to Lemma 2.4 and Proposition 2.8 we have
\[
c_0(I) \sim \frac{[\bigwedge\alpha^2]}{c(\bigwedge\alpha^2)} \sim [X^{\alpha\xi}]_\alpha \sim c_0(J, X).
\]
Thus by \cite[Lemma 2.4]{10} we infer that $c_0 \hookrightarrow X$. \hfill \box

The following result is a generalization of \cite[Lemma 2.7]{10} when $\Gamma$ is a singleton.

**Lemma 2.10.** Let $\alpha$ be an initial ordinal and $\xi \leq \eta$ ordinals with $\xi = \check{\eta} = \check{\alpha}$. Put $\alpha_0 = \omega^\omega$ if $\alpha = \omega$, $\alpha_0 = \alpha$ if $\alpha$ is a singular ordinal and $\alpha_0 = \alpha^2$ if $\alpha$ is a non-denumerable regular ordinal. Suppose that $X$ is a Banach space having MP and containing no copy of $c_0$. If $\mathbb{R}^\eta \hookrightarrow X^\xi$ and $\alpha_0 \leq \xi$, then $\mathbb{R}^\eta \not\hookrightarrow \mathbb{R}^{\xi}$.  

**Proof.** We introduce two sets of ordinals:
- $I_1 = \{ \theta : \check{\theta} = \alpha, \alpha_0 \leq \theta, \mathbb{R}^\theta \not\hookrightarrow \mathbb{R}^\gamma, \forall \gamma < \theta \}$,
- $I_2 = \{ \theta : \check{\theta} = \alpha, \alpha_0 \leq \theta, \mathbb{R}^\theta \not\hookrightarrow X^\gamma, \forall \gamma < \theta \}.$

By \cite[Lemma 2.2]{10}, \cite[Lemma 2.3]{10} and Lemma 2.9, $\alpha_0 \in I_2$. It suffices to proceed as in the proof of \cite[Lemma 2.7]{10} to complete the proof of this lemma. \hfill \box

Finally, we will state Proposition 2.13, which extends \cite[Lemma 2.3]{10}. We will need two lemmas in the course of the proof of this proposition.

**Lemma 2.11.** Let $\xi$ be an infinite ordinal. If $\mathbb{R}^{\xi} \hookrightarrow X^\xi$ for some Banach space $X$ having MP, then $c_0 \hookrightarrow X$.

**Proof.** Let $\alpha$ be the initial ordinal of cardinality $\check{\xi}$. It is convenient to consider three cases:

**Case 1.** $\alpha = \omega$. Assume first that $\omega^\omega \leq \xi$. Since $\mathbb{R}^{\xi} \not\hookrightarrow \mathbb{R}^{\xi}$ \cite[Theorem 1]{10}, by Lemma 2.10, $c_0 \hookrightarrow X$. Now suppose that $\xi < \omega^\omega$. Then again by \cite[Theorem 1]{10}, $\mathbb{R}^\xi \sim \mathbb{R}^\omega$. Therefore $\mathbb{R}^{\omega^\omega} \hookrightarrow \mathbb{R}^{\xi} \hookrightarrow X^\xi \sim X^\omega \mathbb{R}^\xi \sim X^\omega \mathbb{R}^\omega \sim X^\omega$. Thus according to \cite[Lemma 2.2]{10}, $c_0 \hookrightarrow X$.

**Case 2.** $\alpha$ is a singular ordinal. Once again by \cite[Theorem 1]{10}, $\mathbb{R}^{\xi} \not\hookrightarrow \mathbb{R}^{\xi}$. Hence Lemma 2.10 implies that $c_0 \hookrightarrow X$.

**Case 3.** $\alpha$ is a non-denumerable regular ordinal. If $\alpha^2 \leq \xi$, by \cite[Theorem 1]{10}, $\mathbb{R}^{\xi} \not\hookrightarrow \mathbb{R}^{\xi}$. So by Lemma 2.10, $c_0 \hookrightarrow X$. Otherwise, $\alpha \leq \xi < \alpha^2$. Consequently $\alpha^2 < \alpha^\omega \leq \xi^\omega$. Therefore $\mathbb{R}^{\alpha^2} \hookrightarrow \mathbb{R}^{\xi} \hookrightarrow \mathbb{R}^{\xi}$ and by Lemma 2.9, $c_0 \hookrightarrow X$. \hfill \box

The framework of the proof of the next lemma was inspired by the proof of \cite[Lemma 2]{11}, where Bessaga and Pełczyński obtained the complete isomorphic classification of the $\mathbb{R}^\xi$ spaces, with $\omega \leq \xi < \omega_1$.

**Lemma 2.12.** Let $\Gamma$ be a set, $(X_\gamma)_{\gamma \in \Gamma}$ a family of Banach spaces and $\eta$ an infinite ordinal. If $\mathbb{R}^{\eta^\omega} \hookrightarrow \bigoplus_{\gamma \in \Gamma} X_\gamma$, then $\mathbb{R}^{\eta} \hookrightarrow X_{\gamma_1} \oplus X_{\gamma_2} \oplus ... \oplus X_{\gamma_n}$ for some $1 \leq n < \omega$.

**Proof.** Suppose for contradiction that we have
\[
\mathbb{R}^{\eta^\omega} \hookrightarrow \bigoplus_{\gamma \in \Gamma} X_\gamma \quad \text{and} \quad \mathbb{R}^{\eta} \not\hookrightarrow X_{\gamma_1} \oplus X_{\gamma_2} \oplus ... \oplus X_{\gamma_n},
\]
for every $1 \leq n < \omega$. Let $Y$ be a subspace of $(\sum_{\gamma \in \Gamma} X_{\gamma})_0$ isomorphic to $\mathbb{R}^n_+$. Thus there exists a linear operator $T : Y \to \mathbb{R}^n$ and $a \in \mathbb{R}_+$ such that

(4) \quad ||x|| \leq ||T(x)|| \leq a||x||, \forall x \in Y.

Fix an integer $n$ such that $n > 4a$, and let $X_n$ be a subspace of $(\sum_{\gamma \in \Gamma} X_{\gamma})_0$ satisfying $T(X_n) = \mathbb{R}^n$. We next consider $\mathbb{R}^n$ embedded into $\mathbb{R}^n'$ in such a way that the elements of $\mathbb{R}^n$ are completed by zeros on $(\eta^n, \eta^n)$. Pick $y_0 \in \mathbb{R}^n'$, the characteristic function of $[0, \eta^n]$, and $x_0 = T^{-1}(y_0) \in X_n$.

There exists a finite subset $\Gamma_1$ of $\Gamma$ such that $||x_0(\gamma)|| < \frac{1}{n+1}$, $\forall \gamma \notin \Gamma_1$. For every $0 \leq \xi < \eta$, write

$$\Delta^1_\xi = (\eta^{n-1}\xi, \eta^{n-1}(\xi + 1)).$$

Let $Y_1$ be the subspace of $\mathbb{R}^n$ given by

$$Y_1 = \bigcap_{0 \leq \xi < \eta} \{ y \in \mathbb{R}^n : y \text{ is constant in } \Delta^1_\xi \}.$$ 

Evidently $Y_1$ is isomorphic to $\mathbb{R}^n$.

We now claim that there exist $x_1 \in X_n$ and $y_1 \in Y_1$ such that $x_1 = T^{-1}(y_1)$, $||x_1|| \leq ||y_1|| = 1$ and $||x_1(\gamma)|| < \frac{1}{n+1}$ for every $\gamma \in \Gamma_1$.

In order to show this, we consider the operator $P_1 : T^{-1} : Y \to \sum_{\gamma \in \Gamma_1} X_\gamma$, where

$$P_1((x_\gamma)_{\gamma \in \Gamma_1}) = (x_\gamma)_{\gamma \in \Gamma_1}.$$ 

Since $\mathbb{R}^n \not\rightarrow \sum_{\gamma \in \Gamma_1} X_\gamma$, it follows that $P_1 : T^{-1}$ is not an isomorphism of $Y_1$ into $\sum_{\gamma \in \Gamma_1} X_\gamma$. So there exists $y_1 \in Y_1$ with $||y_1|| = 1$ such that $||P_1 : T^{-1}(y_1)|| < \frac{1}{n+1}$. Put $x_1 = T^{-1}(y_1)$. Hence

$$\sup \{ ||x_1(\gamma)|| : \gamma \in \Gamma_1 \} = ||P_1(x_1)|| = ||P_1 : T^{-1}(y_1)|| < \frac{1}{n + 1}.$$ 

Finally, in view of (2) we see that $||x_1|| \leq ||T(x_1)|| = ||TT^{-1}(y_1)|| = ||y_1|| = 1$, which establishes our claim.

Let $\xi_1$ be an ordinal such that $||y_1(t)|| \geq 1/2$ for every $t \in \Delta^1_{\xi_1}$.

For the second step, let $\Gamma_2$ be a finite set containing $\Gamma_1$ such that $||x_1(\gamma)|| < \frac{1}{n+1}$, $\forall \gamma \in \Gamma_2$. For every $0 \leq \xi < \eta$, write

$$\Delta^2_\xi = (\eta^{n-1}\xi_1 + \eta^{n-2}\xi, \eta^{n-1}\xi_1 + \eta^{n-2}(\xi + 1)).$$

Let $Y_2$ be the subspace of $\mathbb{R}^n$ given by

$$Y_2 = \bigcap_{0 \leq \xi < \eta} \{ y \in \mathbb{R}^n : y \text{ is constant in } \Delta^2_\xi \} \text{ and } y(t) = 0, \forall t \not\in \Delta^1_{\xi_1}. $$

It is simple to check that $Y_2$ is isomorphic to $\mathbb{R}^n$.

Arguing similarly as above, there exist $x_2 \in X_n$ and $y_2 \in Y_2$ such that $x_2 = T^{-1}(y_2)$, $||x_2|| \leq ||y_2|| = 1$ and $||x_2(\gamma)|| < \frac{1}{n+1}$ for every $\gamma \in \Gamma_2$.

Let $\xi_2$ be an ordinal such that $||y_2(t)|| \geq \frac{1}{2}$ for every $t \in \Delta^1_{\xi_2}$.

Repeating this procedure $n$ times we will find

- $\Gamma_1 \subset \Gamma_2 \subset \ldots \subset \Gamma_n \subset \Gamma$,
- $a_1, a_2, \ldots, a_n \in \mathbb{R}$ with $|a_i| \geq 1/2$, for every $1 \leq i \leq n$,
- $x_0, x_1, \ldots, x_n \in X_n$, with $||x_i|| \leq 1$, for every $1 \leq i \leq n$,
- $y_0 = T(x_0), y_1 = T(x_1), \ldots, y_n = T(x_n)$,
- $\Delta_0 = [1, \eta^n] \supset \Delta_1 \supset \Delta_2 \supset \Delta_3 \supset \ldots \supset \Delta_n$. 


satisfying
\[\|x_i\| \leq 1 \text{ and } \|y_i(\gamma)\| < \frac{1}{n+1} \text{ whenever } \gamma \in \Gamma_i \text{ or } \gamma \not\in \Gamma_{i+1} \text{ and } 1 \leq i \leq n,\]
\[y_i(t) = a_i \text{ for every } t \in \Delta_i \text{ and } 1 \leq i \leq n.\]

Let \(c_i\) be the sign of \(a_i\) for every \(1 \leq i \leq n\) and \(z = \sum_{i=0}^{n} c_i x_i.\)

Since \(\Delta_n = \bigcap_{i=0}^{n} \Delta_i\), there exists \(t_0\) belonging to all \(\Delta_i, 0 \leq i \leq n\). Therefore by (6),
\[\|T(z)\| = \| \sum_{i=0}^{n} c_i y_i \| \geq \| \sum_{i=0}^{n} c_i y_i(t_0) \| = \sum_{i=0}^{n} |a_i| \geq \frac{n+1}{2}.\]

Thus by Lemma 2.11, \(\|x_i(t)\| < \frac{1}{n+1},\)
for every \(t \in \Gamma\) and for all indices \(1 \leq i \leq n\) except at most one. Thus by the fact that \(\|x_i\| \leq 1\) for every \(1 \leq i \leq n\), we conclude that
\[\|z\| \leq 1 + n \frac{1}{n+1} < 2.\]

Hence \(\|T\| \geq \|T(z)\| \geq \frac{2n+1}{2n+2},\) which is absurd by (4) and the choice of \(n\). \(\square\)

**Proposition 2.13.** Let \(X\) be a Banach space having MP and \(\alpha\) an infinite initial ordinal. Suppose that \(\mathbb{R}^\alpha \hookrightarrow c_0(\Gamma, X)^\eta\) for some set \(\Gamma\) and \(1 \leq \eta < \alpha\). Then \(c_0 \hookrightarrow X\).

**Proof.** If \(\eta < \omega\), then the result follows immediately from \([10, \text{Lemma 2.2}]\). Next suppose that \(\eta \geq \omega\). Since \(\eta^{\omega^2} < \alpha\), by our hypothesis we see that
\[\mathbb{R}^{\eta^{\omega^2}} \hookrightarrow c_0(\Gamma, X)^\eta \sim c_0(\Gamma, X) \otimes \mathbb{R}^\eta \sim c_0(\Gamma) \hat{\otimes} X^\eta \sim c_0(\Gamma) \hat{\otimes} X^n \sim c_0(\Gamma, X^n).\]

Then, according to Lemma 2.12, there exists \(1 \leq n < \omega\) such that
\[\mathbb{R}^{\eta^{\omega^2}} \hookrightarrow X^0 \oplus X^0 \oplus \ldots \oplus X^0 \sim (X \oplus X \oplus \ldots \oplus X)^\eta \sim (X^n)^\eta.\]
Thus by Lemma 2.11, \(c_0 \hookrightarrow X^n\) and \([20, \text{Theorem 1}]\) implies that \(c_0 \hookrightarrow X\). \(\square\)

### 3. Proof of Theorem 1.1

Before presenting the proof of Theorem 1.1 we still need to extend Lemma 2.9 and Proposition 2.10 for an arbitrary set \(\Gamma\). The preceding proposition will play an important role in the proofs of these results.

**Lemma 3.1.** Let \(X\) be a Banach space having MP, \(\alpha\) a nonenumerable regular ordinal and \(\Gamma\) a set. If \(\mathbb{R}^{\alpha^2} \hookrightarrow c_0(\Gamma, X)^\eta\) for some \(\eta < \alpha^2\), then \(c_0 \hookrightarrow X\).

**Proof.** As in Lemma 2.9, we distinguish two cases:

**Case 1.** \(\eta < \alpha\). In this case, we have that \(\mathbb{R}^{\alpha} \hookrightarrow c_0(\Gamma, X)^\eta\). Hence Proposition 2.13 implies that \(c_0 \hookrightarrow X\).

**Case 2.** \(\alpha \leq \eta < \alpha^2\). Write \(\eta = \alpha \xi + \theta\) for some ordinals \(\xi < \alpha\) and \(\theta < \alpha\). Notice that \(\mathbb{R}^\eta \sim \mathbb{R}^{\alpha \xi}\) \([16, \text{Theorem 2}]\). Then,
\[\mathbb{R}^{\alpha^2} \hookrightarrow c_0(\Gamma, X)^\eta \sim c_0(\Gamma, X) \hat{\otimes} \mathbb{R}^\eta \sim c_0(\Gamma, X) \hat{\otimes} \mathbb{R}^{\alpha \xi} \sim c_0(\Gamma, X)^{\alpha \xi} \sim c_0(\Gamma, X)^{\alpha^2}.\]
Let \( I \) and \( J \) be two sets with \( |I| = \bar{\alpha} \) and \( |J| = \bar{\xi} \). Since \( c_0(\Gamma, X) \) has MP \([13]\) Corollary 5.3.4], we deduce by Lemma 2.4 and Proposition 2.8 that

\[
c_0(I) \sim \frac{[\mathbb{R}^\alpha]_\alpha}{c(\mathbb{R}^\alpha)} \sim \frac{[c_0(\Gamma, X)^{\alpha \bar{\xi}}]_\alpha}{c(c_0(\Gamma, X)^{\alpha \bar{\xi}})} \sim c_0(J, X).
\]

Then according to \([10]\) Lemma 2.4 we conclude that \( c_0 \hookrightarrow X \). \(\square\)

**Proposition 3.2.** Let \( \alpha \) be an initial ordinal and \( \xi \leq \eta \) ordinals with \( \bar{\xi} = \bar{\eta} = \bar{\alpha} \). Put \( \alpha_0 = \omega^\omega \) if \( \alpha = \omega \), \( \alpha_0 = \alpha \) if \( \alpha \) is a singular ordinal and \( \alpha_0 = \alpha^2 \) if \( \alpha \) is a nondenumerable regular ordinal. Suppose that \( X \) is a Banach space having MP and containing no copy of \( c_0 \) and \( \Gamma \) is a set. If \( \mathbb{R}^\alpha \hookrightarrow c_0(\Gamma, X)^\xi \) and \( \alpha_0 \leq \xi \), then \( \mathbb{R}^\alpha \hookrightarrow \mathbb{R}^\xi \).

**Proof.** We introduce two sets of ordinals:

\[
I_1 = \{ \theta : \theta = \bar{\alpha}, \; \alpha_0 \leq \theta, \; \mathbb{R}^\theta \not\hookrightarrow \mathbb{R}^\gamma, \; \forall \gamma < \theta \}, \quad I_2 = \{ \theta : \theta = \bar{\alpha}, \; \alpha_0 \leq \theta, \; \mathbb{R}^\theta \not\hookrightarrow c_0(\Gamma, X)^\gamma, \; \forall \gamma < \theta \}.
\]

According to \([10]\) Lemma 2.2, Proposition 2.13 and Lemma 3.1, \( \alpha_0 \in I_2 \). It is enough to proceed as in the proof of \([10]\) Lemma 2.7 to complete the proof of this proposition. \(\square\)

**Proof of Theorem 1.1.** (1) Assume that \( c_0(\Gamma, X)^\xi \sim c_0(\Gamma, X)^\eta \) and \( \bar{\xi} < \bar{\eta} \). Let \( \alpha \) be the initial ordinal of cardinality \( \bar{\eta} \). Then \( \mathbb{R}^\alpha \hookrightarrow c_0(\Gamma, X)^\eta \) and by Proposition 2.13, \( c_0 \hookrightarrow X \), which is absurd.

For the sufficiency of the statements (2) and (3), see Remark 1.2. Next we will prove the necessity of these statements.

(2) Suppose that \( c_0(\Gamma, X)^\eta \sim c_0(\Gamma, X)^\xi \). We distinguish two cases:

**Case 1.** \( \alpha = \omega \). First assume that \( \xi \geq \omega^\omega \). Then by hypothesis, \( \mathbb{R}^\alpha \hookrightarrow c_0(\Gamma, X)^\eta \sim c_0(\Gamma, X)^\xi \). Thus Proposition 3.2 implies that \( \mathbb{R}^\alpha \hookrightarrow \mathbb{R}^\xi \) and by \([16]\) Theorem 1, we have that \( \eta < \xi^\omega \).

Now suppose that \( \xi < \omega^\omega \). By \([16]\) Theorem 1 and \([11]\) Lemma 1.2 we conclude that \( \mathbb{R}^\xi \sim \mathbb{R}^\xi \sim c_0 \). Let \( \mathbb{N} \) be the set of natural numbers. Then

\[
c_0(\Gamma \times \mathbb{N}, X) \sim c_0(\Gamma, X)^\bullet \otimes \mathbb{N} \sim c_0(\Gamma)^\bullet \otimes X \otimes \mathbb{R}^\xi \sim c_0(\Gamma, X)^\xi.
\]

Therefore, if \( \eta > \xi^\omega \geq \omega^\omega \), we would have \( \mathbb{R}^{\omega^\omega} \hookrightarrow \mathbb{R}^\eta \hookrightarrow c_0(\Gamma \times \mathbb{N}, X) \). Thus \([10]\) Lemma 2.2] would imply that \( c_0 \hookrightarrow X \), which is absurd.

**Case 2.** \( \alpha > \omega \). If \( \eta \leq \xi^\omega \), then \( \mathbb{R}^\alpha \hookrightarrow c_0(\Gamma, X)^\eta \sim c_0(\Gamma, X)^\xi \). According to Proposition 3.2, \( \mathbb{R}^\alpha \hookrightarrow \mathbb{R}^\xi \), which is absurd by \([16]\) Theorem 1.

(3) Let \( I \) and \( J \) be two sets with \( |I| = \bar{\xi}' \) and \( |J| = \bar{\eta}' \). Since \( c_0(\Gamma, X) \) has MP \([15]\) Corollary 5.3.4], by Remark 2.3 and Proposition 2.8,

\[
c_0(I, c_0(\Gamma, X)) \sim \frac{[c_0(\Gamma, X)^{\alpha \bar{\xi}'}]_\alpha}{c(c_0(\Gamma, X)^{\alpha \bar{\xi}'} \bar{\xi}')} \sim \frac{[c_0(\Gamma, X)^{\alpha \bar{\eta}'}]_\alpha}{c(c_0(\Gamma, X)^{\alpha \bar{\eta}'} \bar{\eta}')} \sim c_0(I, J, c_0(\Gamma, X)).
\]

Hence if \( |\Gamma| \bar{\xi}' \) and \( |\Gamma| \bar{\eta}' \) are finite, then \( X^{\Gamma} \sim X^{\Gamma} \bar{\xi}' \). On the other hand, if \( |\Gamma| \bar{\xi}' \) or \( |\Gamma| \bar{\eta}' \) is infinite, then applying \([10]\) Lemma 2.4 we see that \( |\Gamma| \bar{\xi}' = |\Gamma| \bar{\eta}' \).

(4) Suppose that \( c_0(\Gamma, X)^\xi \sim c_0(\Gamma, X)^\eta \) with \( \alpha \leq \xi < \alpha^2 \leq \eta \). Then \( \mathbb{R}^\alpha \hookrightarrow \mathbb{R}^\eta \hookrightarrow c_0(\Gamma, X)^\xi \). Hence by Lemma 3.1, \( c_0 \hookrightarrow X \), and the proof is complete.
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