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Abstract. In this paper we present two-sided estimates of Chernoff type for the weighted $L^2_w$-distance of a smooth function to the $k$-dimensional space of all polynomials of degree less than $k$, whenever the weight function $w$ solves the Pearson differential equation and generates a finite or infinite sequence of classical orthogonal polynomials. These inequalities are simple corollaries of a unified general theorem, which is the main result of the paper.

1. Introduction and preliminaries

Let a weight function $w$ be positive on a finite or infinite interval $(a, b)$, normalized by the condition
\[ \int_a^b w(x)\,dx = 1. \]
Moreover, let $L^2_w(a, b)$ denote the real Hilbert function space with the inner product
\[ (f, g)_w = \int_a^b f(x)g(x)w(x)\,dx \]
and the norm $\|f\|_w = \sqrt{(f, f)_w}$. Suppose that all polynomials belong to $L^2_w(a, b)$ and define the minimal $L^2_w$-distance
\[ E_{w,k}(f) = \inf_{p \in P_{k-1}} \|f - p\|_w, \quad f \in L^2_w(a, b), \]
of $f$ to the $k$-dimensional space $P_{k-1}$ of all polynomials of degree less than $k$, where $L^2_w(a, b)$ denotes the space of all functions $f$ in $L^2_w(a, b)$ such that the $(k - 1)$th derivative $D^{k-1}f$ is absolutely continuous and $D^k f$ belongs to $L^2_w(a, b)$.

Throughout the paper, we assume that the weight function $w$ is a solution of the Pearson differential equation
\[ D(Aw) = Bw \]
with boundary conditions of the form
\[ \lim_{x \to a} A(x)w(x) = \lim_{x \to b} A(x)w(x) = 0 \]
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with real polynomials
\[ A(x) = a_0 + a_1x + a_2x^2 \text{ and } B(x) = b_0 + b_1x \]
such that \( A(x) > 0 \) on \((a, b)\) and \( b_1 \neq 0 \). Then the finite or infinite sequence of polynomials \( Q_n (0 \leq n < n_w) \), orthogonal with respect to the inner product \((\cdot, \cdot)_w\), is said to be a finite or infinite sequence of classical orthogonal polynomials, and each \( Q_n \) is in addition a solution of the following generic differential equation:
\[
(1.2) \quad D(AwDQ) = \lambda_n wQ
\]
with the coefficient \( \lambda_n \) equal to
\[
\lambda_n = n [(n-1)a_2 + b_1];
\]
cf. Bochner [4], Hahn [9], Krall [13, 14, 15], Agarwal et al. [1], Andrews et al. [3], Chihara [6], Nikiforov et al. [19] and Suetin [23]. Without loss of generality, it will be assumed that \( n_w \) is the greatest upper bound of all numbers \( n \) such that polynomials \( Q_n (0 \leq n < n_w) \) are classical orthogonal polynomials. In this case, the function \( w \) will be called a classical weight function.

In view of Hahn [9] and Krall [13, 14, 15] (cf. also Agarwal et al. [1]), the derivatives \( D_k Q_n, n = k, k + 1, ... \), of finite or infinite classical orthogonal polynomials \( Q_n \) are also finite or infinite classical orthogonal polynomials. More precisely, these derivatives are orthogonal with respect to the inner product \((\cdot, \cdot)_w\) and each derivative \( D_k Q_n \) satisfies the differential equation
\[
(1.3) \quad D(Aw_k DQ) = \lambda_{n,k} w_k Q
\]
with the normalized weight function
\[
(1.4) \quad w_k = \frac{A^k w}{\gamma_k}, \quad \gamma_k = \int_a^b A^k (x) w(x) \, dx,
\]
and
\[
\lambda_{n,k} = (n-k) [(n+k-1)a_2 + b_1].
\]

In this paper, we present a unified and simple proof of estimates of Chernoff type [22] for the class of all weighted distance functionals \( E_{w,k} (f) \), with \( w \) a classical weight function. For this purpose, we denote by
\[
\hat{Q}_k (x) = d_k x^k + \cdots + d_1 x + d_0
\]
the classical orthonormal polynomial \( \hat{Q}_k = Q_k / \|Q_k\|_w \) and note that the coefficient \( d_k \) of the highest term \( x^k \) in \( \hat{Q}_k (x) \) is always distinct from zero. It is also interesting to note that the number \( D^k \hat{Q}_k = k!d_k \) plays a crucial role in the following main theorem of the paper. As we shall see in Section 2, this theorem gives a unified and simple approach to deal with all six classes of classical weight functions. In particular, it yields a simple new proof of Chernoff-type inequalities when \( w \) is either the Hermite [5] or Jacobi [21, 22] classical weight function.

**Theorem 1.1.** Let \( w \) be a normalized classical weight function defined by the Pearson differential equation. Then the inequalities
\[
\frac{1}{\|D^k \hat{Q}_k\|_{w_k}} \left| \int_a^b (D^k f)(x) w_k(x) \, dx \right| \leq E_{w,k} (f) \leq \frac{1}{\|D^k \hat{Q}_k\|_{w_k}} \|D^k f\|_{w_k}, \quad 0 \leq k < n_w,
\]
Hold whenever \( f \) belongs either to \( L^2_{\mu^k}(a,b) \) or to \( P_{n_w-1} \) for \( n_w = \infty \) or \( n_w < \infty \), respectively. Additionally, both these inequalities become equalities for every polynomial \( f \) of degree \( \leq k \).

Recall \([22]\) that this two-sided inequality is analogous, in the case when \( k = 1 \), to the two-sided inequality of the form

\[
[EG'(X)]^2 \leq Var[G(X)] \leq E[G'(X)]^2,
\]

where \( X \) is a normally distributed random variable with mean 0 and variance 1, \( G \) is an absolutely continuous function and \( G(X) \) has finite variance. Moreover, both these inequalities become equalities if \( G(X) \) is linear. Since the right hand side has been proved by Chernoff \([5]\), it is often called a Chernoff inequality in probability theory.

In applications of Theorem \([14]\) it is necessary to evaluate the constants \( \gamma_k \) defined in \([14]\). Therefore, it is convenient to compute the constant \( |D^k\hat{Q}_k|^{-1} \) from the formula presented in the next remark.

**Remark 1.2.** The constant \( |D^k\hat{Q}_k|^{-1} \) in the Chernoff-type inequalities can be evaluated from the formula

\[
\frac{1}{|D^k\hat{Q}_k|} = \frac{\gamma_k}{k! \prod_{i=0}^{k-1} (- (k + i - 1) a_2 - b_1)}, \quad 0 < k < n_w.
\]

Moreover, it is equal to 1 in the case when \( k = 0 \).

**Remark 1.3.** In order to compute the constant in the Chernoff-type inequalities, one can also apply the formula

\[
\frac{1}{|D^k\hat{Q}_k|} = \frac{\|Q_k\|_{\mu}}{|D^kQ_k|}.
\]

2. **Applications to the specific classical weight functions**

In this section we apply Theorem \([14]\) together with Remark \([12]\) to all six classes of classical weight functions, for which there exist six finite or infinite different sequences of classical orthogonal polynomials, up to a linear change of variable. More precisely, we will consider several weight functions \( w_k(x) \), \( 0 \leq k < \infty \), and use the convention that \( w(x) = w_0(x) \) on \((a,b)\). Note that all definitions and evaluations of integrals from this section are standard and can be found for example in \([2, 3, 8, 10, 11, 12, 18, 23, 24]\). Moreover, we note that the constants \( |D^k\hat{Q}_k|^{-1} \) from Theorem \([14]\) will be computed below only in the nontrivial case when \( k \geq 1 \).

2.1. **Hermite classical weight functions.** Let \( a = -\infty \), \( b = +\infty \), \( A(x) = 1 \), \( B(x) = -2x \), \( w_k(x) = e^{-x^2}/\gamma_k \) and

\[
\gamma_k = \int_{-\infty}^{+\infty} e^{-x^2} = \sqrt{\pi}.
\]
Then by applying Remark 1.2 we get
\[
\frac{1}{|D^k \hat{Q}_k|} = \sqrt{\frac{\sqrt{\pi}}{k! \prod_{i=0}^{k-1} 2^{i}}} = \sqrt{\frac{\sqrt{\pi}}{k! 2^k}}.
\]

Hence Theorem 1.1 gives the inequalities
\[
\sqrt{\frac{\sqrt{\pi}}{k! 2^k}} \left| \int_{-\infty}^{+\infty} (D^k f)(x) w_k(x) \, dx \right| \leq E_{\gamma,w} (f) \leq \sqrt{\frac{\sqrt{\pi}}{k! 2^k}} \|D^k f\|_{w_k}
\]
for all \( f \in L^2_{\gamma,w_k} (-\infty, +\infty) \) and \( k = 1, 2, \ldots \), which were proved by Chernoff \[5\] in the case when \( k = 1 \). Both inequalities are attained when \( f \) is a polynomial of degree \( \leq k \).

2.2. Jacobi classical weight functions. Let \((a, b) = (-1, 1), \alpha > -1, \beta > -1, A(x) = 1 - x^2, B(x) = \beta - \alpha - (\alpha + \beta + 2)x\) and
\[
w_k(x) = \frac{1}{\gamma_k} (1 - x)^{\alpha+k} (1 + x)^{\beta+k}, \quad k = 0, 1, \ldots,
\]
where the constants \( \gamma_k \) are equal to
\[
\gamma_k = \int_{-1}^{+1} (1 - x)^{\alpha+k} (1 + x)^{\beta+k} \, dx
= 2^{\alpha+\beta+2k+1} \Gamma(\alpha + k + 1) \Gamma(\beta + k + 1) \Gamma(\alpha + \beta + 2k + 2).
\]

Since \( a_2 = -1 \) and \( b_1 = - (\alpha + \beta + 2) \), it follows from Remark 1.2 that the constant \( |D^k \hat{Q}_k|^{-1} \) in Theorem 1.1 is given by the formula
\[
\frac{1}{|D^k \hat{Q}_k|} = \sqrt{\frac{\gamma_k}{k! \prod_{i=0}^{k-1} (\alpha + \beta + k + i + 1)}}
= \sqrt{\frac{2^{\alpha+\beta+2k+1} \Gamma(\alpha + k + 1) \Gamma(\beta + k + 1)}{k! \Gamma(\alpha + \beta + k + 1) \Gamma(\alpha + \beta + 2k + 2)}}
\]
where \((x) = x(x+1)\ldots(x+k-1)\) denotes the Pochhammer symbol. This result has been presented recently by Stepanov \[21, 22\] with a complicated long proof. Note that the simplest constants in the Chernoff-type inequalities are obtained for Legendre and Chebyshev weights. Indeed we have the following results.

(i) For the Legendre weight function \((\alpha = \beta = 0)\), we have
\[
\gamma_k = 2^{2k+1} \frac{(k!)^2}{(2k+1)!}, \quad \frac{1}{|D^k \hat{Q}_k|} = \frac{2^k k!}{(2k)!} \sqrt{\frac{2}{2k+1}}.
\]

(ii) In the case of the Chebyshev weight function of the first kind \((\alpha = \beta = -\frac{1}{2})\),
\[
\gamma_k = \frac{\pi (2k-1)!}{(2k)!}, \quad \frac{1}{|D^k \hat{Q}_k|} = \frac{\sqrt{\pi/2}}{k (2k-2)!}.
\]
(iii) In the case of the Chebyshev weight function of the second kind \((\alpha = \beta = \frac{1}{2})\),
\[
\gamma_k = \frac{\pi (2k + 1)!!}{(2k + 2)!!}, \quad \frac{1}{|D^k \hat{Q}_k|} = \frac{\sqrt{\pi/2}}{(2k)!!}.
\]

2.3. Laguerre classical weight functions. Let \(a = 0, b = +\infty, \alpha > -1\), \(A(x) = x, B(x) = 1 - \alpha - x\) and
\[
w_k(x) = \frac{1}{\gamma_k} x^{\alpha + k} e^{-x},
\]
with
\[
\gamma_k = \int_0^{+\infty} x^{\alpha + k} e^{-x} dx = \Gamma (\alpha + k + 1).
\]
Then it follows from Remark 1.2 that
\[
\frac{1}{|D^k \hat{Q}_k|} = \sqrt{\frac{\Gamma (\alpha + k + 1)}{k!}}.
\]
Thus Theorem 1.1 yields the Chernoff-type inequalities
\[
\sqrt{\frac{\Gamma (\alpha + k + 1)}{k!}} \int_0^{+\infty} (D^k f)(x) w_k(x) dx \leq E_{w,k}(f) \leq \sqrt{\frac{\Gamma (\alpha + k + 1)}{k!}} \|D^k f\|_{w_k}
\]
for all \(f \in L^2_{w_k}(0, +\infty)\), which are optimal in the sense that they become equalities for polynomials of degree \(\leq k\).

2.4. The generalized Bessel weight functions. Suppose that \(a = 0, b = +\infty, A(x) = x^2, B(x) = \alpha x + \beta, \alpha \notin \{0, -1, -2, \ldots\}\) and \(\beta \neq 0\). Next define the normalized weight functions by
\[
w_k(x) = \frac{1}{\gamma_k} x^{\alpha + 2k - 2} e^{-\frac{x}{\beta}},
\]
where
\[
\gamma_k = \int_0^{+\infty} x^{\alpha + 2k - 2} e^{-\frac{x}{\beta}} dx = \beta^{\alpha + 2k - 1} \Gamma (1 - \alpha - 2k).
\]
In this case the classical orthogonal polynomials
\[
B_n^{(\alpha, \beta)}(x) = \frac{c_n}{w(x)} D^n (w(x) x^{2n}) , 
\]
called the generalized Bessel polynomials \([2, 17, 20]\), exist only for
\[
n < n_w = \left\lfloor \frac{1 - \alpha}{2} \right\rfloor,
\]
where \(\lfloor x \rfloor\) is the floor function. Hence one can apply Remark 1.2 to get
\[
\delta_k = \frac{1}{|D^k \hat{Q}_k|} = \sqrt{\frac{\gamma_k}{k! \prod_{i=0}^{k-1} [- (k + i - 1) - \alpha]}}
\]
\[
= \sqrt{\frac{\beta^{\alpha + 2k - 1} \Gamma (1 - \alpha - 2k)}{k! (2 - \alpha - 2k)_k}}.
\]
Thus Theorem 1.1 yields the Chernoff-type inequalities

\[(2.1) \quad \delta_k \left| \int_a^b (D^k p)(x) w_k(x) \, dx \right| \leq E_{w,k}(p) \leq \delta_k \|D^k p\|_{w_k}\]

for all polynomials $p \in \mathcal{P}_{n_w-1}$ and $0 < k < n_w$, which are attained for a polynomial $p$ of degree $\leq k$.

### 2.5. Jacobi weight functions on $[0, \infty)$

Let $a = 0$, $b = +\infty$, $A(x) = x^2 + x$, $B(x) = (2 - \alpha) x + \beta + 1$, $\beta > -1$. Moreover let the normalized weight function be defined by

$$w_k(x) = \frac{x^{\beta + k}}{\gamma_k (1 + x)^{\alpha + \beta - k}}, \quad k = 0, 1, \ldots,$$

where $\gamma_k$ is equal to

$$\gamma_k = \frac{\int_0^{+\infty} \frac{x^{\beta + k}}{(1 + x)^{\alpha + \beta - k}} \, dx}{\Gamma(\alpha - 2k - 1) \Gamma(\beta + k + 1)}.$$

In this case there exists only a finite sequence of classical orthogonal polynomials

$$M_n^{(\alpha, \beta)}(x) = \frac{c_n}{w(x)} D^n \left( w(x) (x^2 + x)^n \right), \quad 0 \leq n < n_w, \quad w = w_0,$$

where

$$n_w = \left\lfloor \frac{\alpha - 1}{2} \right\rfloor.$$

Since $a_2 = 1$ and $b_1 = 2 - \alpha$, it follows from Theorem 1.1 and Remark 1.2 that the Chernoff-type inequalities (2.1) hold with the constant

$$\delta_k = \sqrt{\frac{\Gamma(\alpha - 2k - 1) \Gamma(\beta + k + 1)}{k! (\alpha - 2k) \Gamma(\alpha + \beta - k)}}.$$

They become identities for every polynomial of degree $\leq k$.

### 2.6. Pseudo-Jacobi weight functions

Let $a = -\infty$, $b = +\infty$ and

$$a_2 = 1, \quad a_1 = 2 (AB + CD) / (A^2 + C^2), \quad a_0 = (B^2 + D^2) / (A^2 + C^2),$$

$$b_1 = 2 (1 - \alpha), \quad b_0 = \beta (AD - BC) / (A^2 + C^2) + (1 - \alpha) a_1$$

with $AD - BC > 0$ and $A^2 + C^2 > 0$. Following we define the normalized weight functions by

$$w_k(x) = \frac{1}{\gamma_k} \left( A^2 + C^2 \right)^{\alpha - k} \left( (Ax + B)^2 + (Cx + D)^2 \right)^{-\alpha + k} e^{\beta \arctan \left( \frac{Ax + B}{Cx + D} \right)},$$

where

$$\gamma_k = \frac{A^2 + C^2}{(AD - BC)^{2\alpha - 2k - 1}} \int_{-\infty}^{+\infty} \left( (Ax + B)^2 + (Cx + D)^2 \right)^{-\alpha + k} e^{\beta \arctan \left( \frac{Ax + B}{Cx + D} \right)} \, dx$$

$$= \frac{(A^2 + C^2)^{\alpha - k}}{(AD - BC)^{2\alpha - 2k - 1}} \pi^{-\alpha - 2k - 2} \int_{-\pi/2}^{\pi/2} (A \cos \theta - C \sin \theta)^{2\alpha - 2k - 2} e^{\beta \theta} \, d\theta.$$
In this case the polynomials
\[ J_n^{(\alpha, \beta)}(A, B, C, D) = \frac{c_n}{w} D^n(w A^n), \quad 0 \leq n < n_w, \quad w = w_0, \]
form a finite sequence of classical orthogonal polynomials, with
\[ n_w = \left\lfloor \alpha - \frac{1}{2} \right\rfloor. \]
By Theorem 1.1 and Remark 1.2 we obtain the inequalities (2.1) with
\[ \delta_k = \sqrt{\frac{(A^2 + C^2)^{\alpha - k}}{k! (2\alpha - 2k)_k} \int_{-\pi/2}^{\pi/2} (A \cos \theta - C \sin \theta)^{2\alpha - 2k - 2} e^{\beta \theta} d\theta}. \]
They become identities for every polynomial of degree \( \leq k \).

3. Proofs of the main result

In the case when \( k = 0 \), the proofs of Theorem 1.1 and Remark 1.2 are trivial. Otherwise, let \( n_w \) denote the finite or infinite length of the sequence of classical orthogonal polynomials \( Q_n \) with respect to the inner product \( (., .)_w \). Next, suppose that either \( f \in L^2_w(a, b) \) or \( f \in P_{n_w - 1} \) if \( n_w = \infty \) or \( n_w < \infty \), respectively. Then it follows that \( f \in L^2_w(a, b) \), i.e. that the distance functional is well defined. Further, in view of Parseval’s identity together with the characterisation of best approximations in inner product spaces [7], we derive
\[ E_{w,k}^2(f) = \sum_{n=k}^{n_w} \left( f, \hat{Q}_n \right)_w^2, \]
and
\[ \|D^k f\|_{w_k}^2 = \sum_{n=k}^{n_w} \left( f, \hat{Q}_n \right)_w^2 \|D^k \hat{Q}_n\|_{w_k}^2, \]
where we use the convention that the summations are over all indices \( n \) such that \( k \leq n < n_w \). Since we have
\[ \frac{E_{w,k}(f)}{\|D^k f\|_{w_k}} = \left( \sum_{n=k}^{n_w} \left( f, \hat{Q}_n \right)_w^2 \|D^k \hat{Q}_n\|_{w_k}^2 \right)^{-\frac{1}{2}}, \]
it follows that
\[ E_{w,k}(f) \leq \left( \inf_{k \leq n < n_w} \|D^k \hat{Q}_n\|_{w_k} \right)^{-1} \|D^k f\|_{w_k}. \]

Let us suppose for the moment that
\[ \inf_{k \leq n < n_w} \|D^k \hat{Q}_n\|_{w_k} = \|D^k \hat{Q}_k\|_{w_k}. \]
Since \( D^k \hat{Q}_k \) is a constant distinct from zero, it follows from (1.4) that inequality (3.1) can be rewritten in the form
\[ E_{w,k}(f) \leq \frac{1}{\|D^k \hat{Q}_k\|_{w_k}} \|D^k f\|_{w_k}, \]
whenever (3.2) holds.
Conversely, one can apply the orthogonality of classical polynomials \( D^k \hat{Q}_n \) with respect to the inner product \( (\cdot, \cdot)_{w_k} \) in order to get

\[
\int_a^b (D^k f)(x) w_k(x) \, dx = \sum_{n=k}^{\infty} \left( f, \hat{Q}_n \right)_w (D^k \hat{Q}_n, 1)_{w_k}
\]

and

\[
\frac{E_{w,k}^2(f)}{\left[ \int_a^b (D^k f)(x) w_k(x) \, dx \right]^2} = \frac{1}{\left( D^k \hat{Q}_k, 1 \right)_{w_k}^2} \sum_{n=k}^{\infty} \left( f, \hat{Q}_n \right)_w^2 \left( f, \hat{Q}_k \right)_w^2.
\]

Hence it is clear that

\[
E_{w,k}(f) \geq \frac{1}{\left( D^k \hat{Q}_k, 1 \right)_{w_k}^2} \left| \int_a^b (D^k f)(x) w_k(x) \, dx \right| = \frac{1}{\left( D^k \hat{Q}_k \right)_{w_k}^2} \left| \int_a^b (D^k f)(x) w_k(x) \, dx \right|.
\]

Note that inequalities (3.1) and (3.3) become equalities for every polynomial \( f \) of degree \( \leq k \). Indeed, when \( f \) is a polynomial of degree \( < k \), then \( E_{w,k}(f) = 0 \) and the right hand sides of (3.1) and (3.3) are also equal to zero. When \( f \) is a polynomial of degree \( k \), then \( f = c_k \hat{Q}_k + g \), where \( c_k \neq 0 \) is some constant and \( g \) is a polynomial of degree \( < k \), so that \( E_{w,k}(f) = |c_k| \). Furthermore \( D^k f = c_k D^k \hat{Q}_k \), and hence the inequalities indeed become equalities. Therefore, the proof of Theorem 1.1 will be completed if we establish (3.2).

For this purpose, we first compute norms \( \left\| D^k \hat{Q}_n \right\|_{w_k} \) of the derivatives of classical orthonormal polynomials \( \hat{Q}_n \), where \( \hat{w}_k(x) = w(x) A^k(x) \), \( a < x < b \). First, by using (1.3), we get

\[
(-1)^k D^k \left( \hat{w}_k D^k \hat{Q}_n \right) = (-1)^k D^{k-1} \left( \lambda_{n,k-1} \hat{w}_{k-1} D^{k-1} \hat{Q}_n \right) = \lambda_{n,k-1} (-1)^k D^{k-1} \left( \hat{w}_{k-1} D^{k-1} \hat{Q}_n \right).
\]

Hence an easy induction yields

\[
(-1)^k D^k \left( \hat{w}_k D^k \hat{Q}_n \right) = (-1)^k \lambda_{n,k-1} \lambda_{n,k-2} \ldots \lambda_{n,0} \hat{Q}_n.
\]

Consequently, integrating by parts \( k \) times and using the boundary conditions for the Pearson equation, we get

\[
\left\| D^k \hat{Q}_n \right\|_{w_k}^2 = \int_a^b (D^k \hat{Q}_n)(x) \left( (D^k \hat{Q}_n)(x) \hat{w}_k(x) \right) \, dx
\]

\[
= (-1)^k \int_a^b \hat{Q}_n(x) D^k \left( \hat{w}_k(x) D^k \hat{Q}_n(x) \right) \, dx
\]

\[
= (-1)^k \lambda_{n,k-1} \lambda_{n,k-2} \ldots \lambda_{n,0} \left\| \hat{Q}_n \right\|_w^2 = (-1)^k \prod_{i=0}^{k-1} \lambda_{n,i},
\]
for all $n$ such that $1 \leq k \leq n < n_w$. Hence we obtain

$$
\gamma_k \left\| D^k \widehat{Q}_n \right\|_{w_k}^2 = (n - k + 1) \prod_{i=0}^{k-1} \left[ - (n + i - 1) a_2 - b_1 \right],
$$

where

$$(n)_k = n(n+1) \cdots (n+k-1)$$

denotes the Pochhammer symbol. It is clear that the right hand side in equation (3.4) should be positive for all $n < n_w$ and $k = 1, 2, \ldots, n$. Thus one can distinguish the following particular cases:

(i) If $a_2 \leq 0$ and $b_1 < 0$, then $n_w = \infty$. By equation (3.4) the sequence $\left\| D^k \widehat{Q}_n \right\|_{w_k}, n = k, k+1, \ldots$, is strictly increasing, which shows the identity (3.2) and completes the proof of Theorem 1.1 for the Jacobi, Hermite and Laguerre classical weight functions.

(ii) If $a_2 = 1$ and $b_1 < 0$, then the right hand side of (3.4) is positive only if

$$n < n_w = \left\lfloor \frac{1 - b_1}{2} \right\rfloor.$$

In this case the identity (3.4) can be rewritten in the form

$$\gamma_k \left\| D^k \widehat{Q}_n \right\|_{w_k}^2 = \prod_{i=0}^{k-1} \left[ (n - i)(-n - i + 1 - b_1) \right].$$

Since the quadratic polynomials $(n - i)(-n - i + 1 - b_1)$ of variable $n$ are positive and increasing on the intervals $(i, \frac{1+b_1}{2})$, it follows that the sequence $\left\| D^k \widehat{Q}_n \right\|_{w_k}^2$ ($k \leq n < n_w$) is increasing. This completes the proof of (3.2), which in turn yields Theorem 1.1 for generalized Bessel, Jacobi on $[0, \infty)$ and pseudo-Jacobi classical weight functions.

Finally, the proof of Remark 1.2 is an immediate consequence of the identities

$$\gamma_k \left( D^k \widehat{Q}_k \right)^2 = \gamma_k \left\| D^k \widehat{Q}_k \right\|_{w_k}^2 = k! \prod_{i=0}^{k-1} \left[ -(k + i - 1) a_2 - b_1 \right],$$

which follow from (1.4), (3.3) and the fact that $D^k \widehat{Q}_k$ is a constant independent of $x$. Moreover, the proof of Remark 1.3 is a direct corollary of the involved definitions.
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