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Abstract. In the present paper, we investigate stochastic partial differential
equations. By introducing a suitable metric between the transition probability
functions of mild solutions, we derive sufficient conditions for stability in distri-
bution of mild solutions. Consequently, we generalize some existing results to
infinite dimensional cases. Finally, one example is constructed to demonstrate
the applicability of our theory.

1. Introduction

Recently stochastic partial differential equations in a separable Hilbert space
have been studied by many authors and various results on the existence, uniqueness,
stability, invariant measures, and other quantitative and qualitative properties of
solutions have been established. For example, in their books [6, 7], Da Prato and
Zabczyk established systematic theory of the existence and uniqueness and the
ergodicity for infinite dimensional systems. Moreover the theory of stability has
attracted a great deal of attention. For example, the almost sure stability and the
mean square stability were considered in Caraballo and Real [2], Caraballo and Liu
[3], Chow [5], Govindan [8], Haussmann [9], Ichikawa [10, 11], Liu and Mandrekar
[12], and Taniguchi [13], to name a few.

However, in many practical situations, almost sure stability and mean square
stability are sometimes too strong. Therefore, we want to know whether or not
the probability distribution of the mild solutions will converge weakly to some dis-
tribution (but not necessarily to zero). Such convergence is called the stability in
distribution and the limit distribution is known as a stationary distribution. For
the finite dimensional case, Basak et al. [1] considered such stability for semi-linear
stochastic differential equations with Markovian switching. Then, Yuan et al. [14]
extended by Lyapunov function approaches the results [1] to cover a class of much
more general stochastic differential equations with Markovian switching. Since the
mild solutions do not have stochastic differential, a significant consequence of this
fact is that we cannot employ the Itô formula for mild solutions directly in most of
our arguments. Therefore, it is not possible to investigate directly by the approaches
of Yuan et al. [14] the stability in distribution of mild solutions to stochastic partial differential equations. We would like to point out that the tightness of the mild solutions together with the asymptotic closeness of mild solutions starting at two different initial data would give stability in distribution. Since ultimate boundedness in mean square implies tightness, the method used in Lemma 3.1, which discusses the tightness of solutions, is similar to that of [12], where the case of exponentially ultimate boundedness in mean square is investigated; while Lemma 3.2, which studies the asymptotic closeness of mild solutions starting at two different initial data, is new for stochastic partial differential equations. Moreover, the key contribution of our work is, by introducing from Ichikawa [10] an approximating system and constructing an appropriate metric between transition probability functions of mild solutions, to give sufficient conditions for stability in distribution of mild solutions. To the best of our knowledge, to date there are few papers which are concerned with the stability in distribution of mild solutions to stochastic partial differential equations, so we want to close the gap.

The format of the rest of this paper is organized as follows. In section 2, we collect basic definitions and recall some preliminary results. In section 3, several lemmas which lay the foundation for stability analysis are presented and the main result is derived by constructing a suitable metric between transition probability functions of mild solutions. In order to demonstrate the applicability of our theory, one example is established in the last section.

2. Preliminaries

Let \( \{\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathcal{P}\} \) be a complete probability space equipped with some filtration \( \{\mathcal{F}_t\}_{t \geq 0} \) satisfying the usual conditions (i.e., it is right continuous and \( \mathcal{F}_0 \) contains all \( \mathcal{P} \)-null sets). Let \( H, K \) be two real separable Hilbert spaces and denote their inner products by \( \langle \cdot, \cdot \rangle_H, \langle \cdot, \cdot \rangle_K \) and their norms by \( \| \cdot \|_H, \| \cdot \|_K \), respectively. We denote by \( \mathcal{L}(K, H) \) the set of all linear bounded operators from \( K \) into \( H \), equipped with the usual operator norm \( \| \cdot \| \). Throughout this paper, we always use the symbol \( \| \cdot \| \) to denote norms of operators regardless of the spaces potentially involved when no confusion can possibly arise.

Denote by \( \{W(t), t \geq 0\} \) a \( K \)-valued \( \{\mathcal{F}_t\}_{t \geq 0} \)-Wiener process defined on the probability space \( \{\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathcal{P}\} \) with covariance operator \( Q \), i.e.,

\[
\mathbb{E}(W(t), x)_K(W(s), y)_K = (t \wedge s)(Qx, y)_K, \quad \forall x, y \in K,
\]

where \( Q \) is a positive, self-adjoint, trace class operator on \( K \). In particular, we call such \( \{W(t), t \geq 0\} \) a \( K \)-valued \( Q \)-Wiener process with respect to \( \{\mathcal{F}_t\}_{t \geq 0} \). According to Da Prato et al. [9] Proposition 4.1, p. 87], \( W(t) \) is defined by

\[
W(t) = \sum_{n=1}^{\infty} \sqrt{\lambda_n} \beta_n(t)e_n, \quad t \geq 0,
\]

where \( \beta_n(t)(n = 1, 2, 3, \ldots) \) is a sequence of real valued standard Brownian motions mutually independent on the probability space \( \{\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathcal{P}\} \), \( (\lambda_n, n \in \mathbb{N}) \) are the eigenvalues of \( Q \) and \( (e_n, n \in \mathbb{N}) \) are the corresponding eigenvectors. That is,

\[
Qe_n = \lambda_n e_n, \quad n = 1, 2, 3, \ldots
\]
To define stochastic integrals with respect to the \( Q \)-Wiener process \( W(t) \), we introduce the subspace \( K_0 = Q^\frac{1}{2}(K) \) of \( K \) which, endowed with the inner product
\[
\langle u, v \rangle_{K_0} = \langle Q^{-\frac{1}{2}}u, Q^{-\frac{1}{2}}v \rangle_K,
\]
is a Hilbert space. Let \( L^0_2 = L_2(K_0, H) \) denote the space of all Hilbert-Schmidt operators from \( K_0 \) into \( H \). It turns out to be a separable Hilbert space equipped with the norm
\[
\| \Phi \|_{L^0_2}^2 = tr((\Phi Q^\frac{1}{2}) (\Phi Q^\frac{1}{2})^*)
\]
for any \( \Phi \in L^0_2 \).

Clearly, for any bounded operators \( \Phi \in L(K, H) \), this norm reduces to \( \| \Phi \|_{L^0_2}^2 = tr(\Phi Q \Phi^*) \). Let \( \Phi : (0, \infty) \to L^0_2 \) be a predictable, \( F_t \)-adapted process such that for any \( t \geq 0 \)
\[
\int_0^t E[\| \Phi(s) \|_{L^0_2}^2] \, ds < \infty.
\]
Then, we can define an \( H \)-valued stochastic integral
\[
\int_0^t \Phi(s)dW(s)
\]
which is a continuous square integrable martingale. For that construction, refer to Da Prato et al. [6, pp. 90-96].

In this paper, we consider the semi-linear stochastic partial differential equation
\[
\begin{align*}
\frac{dX}{dt}(t) &= [AX(t) + F(X(t))] dt + G(X(t))dW(t), \quad t \geq 0,
\end{align*}
\]
with initial datum \( X(0) = \xi \in H \). Throughout this paper, for the existence and uniqueness of the mild solutions, we shall impose the following assumptions:

\( (H1) \) \( A \), generally unbounded, is the infinitesimal generator of a \( C_0 \)-semigroup \( T(t), t \geq 0 \), of contraction.

\( (H2) \) The mappings \( F : H \to H, G : H \to L(K, H) \) are both Borel measurable and satisfy the Lipschitz condition
\[
\| F(x) - F(y) \|_H + \| G(x) - G(y) \|_{L_2} \leq L \| x - y \|_H,
\]
for some constant \( L > 0 \) and arbitrary \( x, y \in H \).

For convenience, we recall from Ichikawa [10] two kinds of solutions to (2.1).

**Definition 2.1.** A stochastic process \( \{ X(t), t \in [0, T] \}, 0 \leq T < \infty \), is called a strong solution of (2.1) if
\( i) \) \( X(t) \) is adapted to \( F_t \) and continuous in \( t \) with probability 1;
\( ii) \) \( X(t) \in D(A) \), the domain of \( A \), on \( [0, T] \times \Omega \) with \( \int_0^T \| AX(t) \|_H dt < \infty \) with probability one,
\[
X(t) = \xi + \int_0^t [AX(s) + F(X(s))] ds + \int_0^t G(X(s))dW(s)
\]
for all \( t \in [0, T] \) with probability one.

In general, this concept is rather strong, and a weaker one described below is more appropriate for practical purposes.
Definition 2.2. A stochastic process \( \{X(t), t \in [0, T]\} \), \( 0 \leq T < \infty \), is called a mild solution of (2.1) if
(i) \( X(t) \) is adapted to \( \mathcal{F}_t \);
(ii) \( X(t) \) is measurable and \( \int_0^T \|X(t)\|^2_H ds < \infty \) with probability 1,
\[
X(t) = T(t)\xi + \int_0^t T(t-s)F(X(s))ds + \int_0^t T(t-s)G(X(s))dW(s)
\]
for all \( t \in [0, T] \) with probability one.

Remark 2.1. Note from [10, Proposition 2.1] that if \( X(t), t \in [0, T] \), is a strong solution of (2.1), then it is also a mild solution.

Under the conditions \((H1)\) and \((H2)\), we have the following existence-and-uniqueness result of mild solutions, which is stated as a lemma.

Lemma 2.1 ([10, Theorem 2.1]). Let \( \xi \in H \) be \( \mathcal{F}_0 \) measurable with \( E\|\xi\|^p < \infty \) for some integer \( p \geq 2 \). Then, under the conditions \((H1)\) and \((H2)\), there exists a unique mild solution \( X^\xi(t) \) or simply \( X(t) \) to (2.1) in \( C(0, T; L^p(\Omega, \mathcal{F}, \mathbb{P}; H)) \).

Remark 2.2. Under the conditions \((H1)\) and \((H2)\), the mild solution \( X(t), t \in [0, T] \), to (2.1) is a strong Markov process [6, Theorem 9.15, p. 256].

Let \( p(t, \xi, d\zeta) \) denote the transition probability of the process \( y(t) \) with the initial state \( y(0) = \xi \). Denote by \( P(t, \xi, \Gamma) \) the probability of event \( \{y(t) \in \Gamma\} \) given initial condition \( y(0) = \xi \), i.e.
\[
P(t, \xi, \Gamma) = \int_\Gamma p(t, \xi, d\zeta),
\]
with \( \Gamma \in \mathcal{B}(H) \) which denotes the Borel \( \sigma \)-field of \( H \).

Since we are mainly interested in the stability in distribution of the mild solution \( X(t) \) to (2.1), we introduce the notion of such stability.

Definition 2.3. The process \( y(t) \) with the initial state \( y(0) = \xi \) is said to be stable in distribution if there exists a probability measure \( \pi(\cdot) \) on \( H \) such that the transition probability \( p(t, \xi, dy) \) of \( y(t) \) converges weakly to \( \pi(dy) \) as \( t \to \infty \) for any \( \xi \in H \). (2.1) is said to be stable in distribution if \( X(t) \) is stable in distribution.

Remark 2.3. Since the mild solution \( X(t) \) to (2.1) is a strong Markov process, using the Kolmogorov-Chapman equation, it is not difficult to show that the stability in distribution of mild solution \( X(t) \) implies the existence of a unique invariant probability measure for mild solution \( X(t) \).

For our purpose, we introduce the Itô formula, which will play an important role for our later stability analysis.

Let \( R \) be a real number, \( R_+ \) be a non-negative real number, and \( C^2(H; R_+) \) denote the space of all real valued non-negative functions \( V \) on \( H \) with properties:
(i) \( V(x) \) is twice (Fréchet) differentiable in \( x \);
(ii) \( V_x(x) \) and \( V_{xx}(x) \) are both continuous in \( H \) and \( \mathcal{L}(H) = \mathcal{L}(H, H) \), respectively.

Lemma 2.2 ([10, Corollary 1.2]). Suppose \( V \in C^2(H; R_+) \) and \( \{X(t), t \geq 0\} \) is a strong solution to (2.1); for \( t \geq 0 \)
\[
V(X(t)) = V(\xi) + \int_0^t \mathcal{L}V(X(s))ds + \int_0^t \langle V_x(X(s)), G(X(s))dW(s) \rangle_H,
\]
where, \( \forall x \in \mathcal{D}(A) \),

\[
\mathcal{L}V(x) = \langle V_x(x), Ax + F(x) \rangle_H + \frac{1}{2} \text{tr}(V_{xx}(x)G(x)QG^*(x)).
\]

Since the mild solutions do not have stochastic differential, a significant consequence of this fact is that we cannot employ the Itô formula for mild solutions directly in most of our arguments. Following from Ichikawa \[10\], we introduce the approximating system of (2.1), for \( t \geq 0 \),

\[
dX_n(t) = AX_n(t)dt + R(n)F(X_n(t))dt + R(n)G(X_n(t))dW(t),
X(0) = R(n)\xi \in \mathcal{D}(A),
\]

where \( n \in \rho(A) \), the resolvent set of \( A \), and \( R(n) = nR(n, A) \), \( R(n, A) \) is the resolvent of \( A \). Similar to operator \( \mathcal{L} \) defined in Lemma 2.2, the operator \( \mathcal{L}_n \) associated with (2.2), for any \( x \in \mathcal{D}(A) \), can be defined by

\[
\mathcal{L}_n V(x) = \langle V_x(x), Ax + R(n)F(x) \rangle_H + \frac{1}{2} \text{tr}\left[ V_{xx}(x)R(n)G(x)Q(R(n)G(x)G^*) \right].
\]

**Lemma 2.3** (\[10\] Lemma 3.1). Under conditions (H1) and (H2), (2.2) has a unique strong solution \( X_n(t) \) which lies in \( C(0,T;L^2(\Omega,\mathcal{F},P;H)) \) for all \( T \geq 0 \). Moreover, \( X_n(t) \) converges to the mild solution \( \bar{X}(t) \) in \( C(0,T;L^2(\Omega,\mathcal{F},P;H)) \) as \( n \to \infty \).

### 3. Stability in distribution of the mild solution

In this section, we begin to consider the stability in distribution of the mild solution \( X(t) \) of (2.1). Since the proof of the main result is rather technical, we prepare several lemmas below.

**Lemma 3.1.** Let conditions (H1) and (H2) hold. Assume that there exists a function \( V(x) \in C^2(H;R^+) \) such that for any \( x \in H \),

\[
\begin{align*}
&c||x||_H^2 \geq V(x) + ||x||_H \langle V_x(x) \rangle_H + ||x||_H^2 \langle V_{xx}(x) \rangle_H, \\
&c_1||x||_H^2 \leq V(x),
\end{align*}
\]

where \( c \) and \( c_1 \) are certain positive constants. Moreover, assume that there are constants \( \lambda_1 > 0 \) and \( \beta \in R_+ \) satisfying

\[
\mathcal{L}V(x) \leq -\lambda_1 V(x) + \beta, \quad x \in \mathcal{D}(A).
\]

Then, for any \( \xi \in H \) and \( \epsilon > 0 \), there exists a constant \( M > 0 \) such that for any \( t \geq 0 \),

\[
P\{\|X(t)\|_H \geq M\} < \epsilon.
\]

**Proof.** The method used here is similar to that of \[12\] Theorem 2.1; we shall give a detailed proof to keep the paper self-contained. Applying the Itô formula
This, together with (3.1), gives that (i.e. Lemma 2.2) to the function $V(t, x) = e^{\lambda_1 t} V(x)$ and the strong solution $X_n(t)$ to (2.2), for any $t \geq 0$,

$$
\mathbb{E}(e^{\lambda_1 t} V(X_n(t))) = \mathbb{E} V(R(n)\xi) + \mathbb{E} \int_0^t e^{\lambda_1 s} [\lambda_1 V(X_n(s)) + \mathcal{L}_n V(X_n(s))] ds
$$

$$
= \mathbb{E} \int_0^t e^{\lambda_1 s} [\lambda_1 V(X_n(s)) + \mathcal{L} V(X_n(s))] ds
$$

$$
+ \mathbb{E} \int_0^t e^{\lambda_1 s} \langle V_x(X_n(s)), (R(n) - I) F(X_n(s)) \rangle_H ds
$$

$$
+ \frac{1}{2} \mathbb{E} \int_0^t e^{\lambda_1 s} tr[V_{xx}(X_n(s)) R(n) G(X_n(s)) Q(R(n) G(X_n(s)))^*] ds
$$

$$
- \frac{1}{2} \mathbb{E} \int_0^t e^{\lambda_1 s} tr[V_{xx}(X_n(s)) G(X_n(s)) Q G^*(X_n(s))] ds.
$$

By (3.2), it therefore follows that

$$
\mathbb{E}(e^{\lambda_1 t} V(X_n(t))) \leq \mathbb{E} V(R(n)\xi) + \frac{\beta}{\lambda_1} (e^{\lambda_1 t} - 1)
$$

$$
+ \mathbb{E} \int_0^t e^{\lambda_1 s} \langle V_x(X_n(s)), (R(n) - I) F(X_n(s)) \rangle_H ds
$$

$$
+ \frac{1}{2} \mathbb{E} \int_0^t e^{\lambda_1 s} tr[V_{xx}(X_n(s)) R(n) G(X_n(s)) Q(R(n) G(X_n(s)))^*] ds
$$

$$
- \frac{1}{2} \mathbb{E} \int_0^t e^{\lambda_1 s} tr[V_{xx}(X_n(s)) G(X_n(s)) Q G^*(X_n(s))] ds.
$$

On the other hand, taking into account Lemma 3.1 and combining the dominated convergence theorem yield that

$$
\mathbb{E}(e^{\lambda_1 t} V(X(t))) \leq \mathbb{E} V(\xi) + \frac{\beta}{\lambda_1} (e^{\lambda_1 t} - 1).
$$

This, together with (3.1), gives that

$$
(3.4) \quad \mathbb{E}\|X(t)\|^2_H \leq \frac{\lambda_1 \mathbb{E} V(\xi) + \beta}{c_1 \lambda_1}.
$$

Now, for any $M > 0$, by the Chebyshev inequality

$$
P\{\|X(t)\|_H \geq M\} \leq \frac{\mathbb{E}\|X(t)\|^2_H}{M^2}.
$$

Then, the required assertion (3.3) follows immediately from (3.4).

Remark 3.1. Under the conditions of Lemma 3.1 it is easy to observe by (3.3) that the family $\{p(t, \xi, d\zeta) : t \geq 0\}$ is tight. That is, for any $\varepsilon > 0$ there is a compact subset $K = K(\xi, \varepsilon)$ of $H$ such that

$$
P(t, \xi, K) \geq 1 - \varepsilon.
$$
In what follows we need to consider the difference between two mild solutions of (2.1) starting from different initial datums; namely, for any \( t \geq 0, \)

\[
X^\xi(t) - X^\eta(t) = T(t)\xi - T(t)\eta + \int_0^t T(t-s)[F(X^\xi(s)) - F(X^\eta(s))]ds \\
+ \int_0^t T(t-s)[G(X^\xi(s)) - G(X^\eta(s))]dW(s).
\] (3.5)

Now, for \( t \geq 0 \) we introduce an approximating system in correspondence with (3.5):

\[
d[X_n^\xi(t) - X_n^\eta(t)] = A[X_n^\xi(t) - X_n^\eta(t)]dt + R(n)[F(X_n^\xi(t)) - F(X_n^\eta(t))]dt \\
+ R(n)[G(X_n^\xi(t)) - G(X_n^\eta(t))]dW(t),
\] (3.6)

\[
X_n^\xi(0) - X_n^\eta(0) = R(n)(\xi - \eta) \in D(A),
\]

where \( n \in \rho(A) \), the resolvent set of \( A \), and \( R(n) = nR(n, A) \), \( R(n, A) \) is the resolvent of \( A \). For given \( U \in C^2(H; R^+) \), define an operator \( L_n U : H \times H \rightarrow R \) associated with (3.6) for any \( x, y \in D(A) \) by

\[
L_n U(x, y) = \langle U_x(x - y), A(x - y) + R(n)(F(x) - F(y)) \rangle_H \\
+ \frac{1}{2} tr(U_{xx}(x - y)R(n)(G(x) - G(y))Q(R(n)(G(x) - G(y)))^*).
\]

**Lemma 3.2.** Let conditions (H1) and (H2) hold. For any \( x \in H \) assume that there exists a function \( U(x) \in C^2(H; R^+) \) such that with some constants \( d, c_2 \geq 0, \)

\[
d\|x\|_H^2 \geq U(x) + \|x\|_H \|U_x(x)\|_H + \|x\|_H^2 \|U_{xx}(x)\|,
\]

\[
c_2\|x\|_H^2 \leq U(x).
\] (3.7)

Assume moreover that there exists a constant \( \lambda_2 > 0 \) such that for any \( x, y \in D(A) \)

\[
L U(x, y) \leq -\lambda_2 U(x - y).
\] (3.8)

Then, for any \( \epsilon > 0 \) and any compact subset \( K \) of \( H \), there exists a \( T = T(\epsilon, K) > 0 \) such that

\[
P\{\|X^\xi(t) - X^\eta(t)\|_H < \epsilon\} \geq 1 - \epsilon, \quad t \geq T,
\] (3.9)

whenever \( \xi, \eta \in K. \)

**Proof.** It is easy to see from (3.7) that \( U(0) = 0 \). For any \( \epsilon \in (0, 1) \), by the continuity of \( U \), we then can choose \( \alpha \in (0, \epsilon) \) sufficiently small such that

\[
\sup_{\|x\|_H \leq \alpha} \frac{U(x)}{c_2x^2} < \epsilon.
\] (3.10)

Denote by \( X^\xi(t) \) and \( X^\eta(t) \) two different mild solutions to (2.1) starting from initial datums \( \xi \) and \( \eta \), respectively. Let \( K \) be any compact subset of \( H \) and fix any \( \xi, \eta \in K. \) For \( \beta > \alpha \), we define two stopping times as follows:

\[
\tau_\alpha = \inf\{t \geq 0 : \|X^\xi(t) - X^\eta(t)\|_H \leq \alpha\}, \quad \tau_\beta = \inf\{t \geq 0 : \|X^\xi(t) - X^\eta(t)\|_H \geq \beta\}.
\]
Set $t_{\beta} = \tau_{\beta} \wedge t$. Using the Itô formula (i.e. Lemma 2.2) on the function $U(x)$ and strong solution $X^\xi_n(t) - X^n(t)$ to (3.6), we compute by (3.8)

$$EU(X^\xi_n(t_{\beta}) - X^n(t_{\beta}))$$

$$= EU(R(n)(\xi - \eta)) + E \int_0^{t_{\beta}} \mathcal{L}_n U(X^\xi_n(s), X^n(s))ds$$

$$= EU(R(n)(\xi - \eta)) + E \int_0^{t_{\beta}} \mathcal{L}U(X^\xi_n(s), X^n(s))ds$$

$$+ E \int_0^{t_{\beta}} [\mathcal{L}_n U(X^\xi_n(s), X^n(s)) - \mathcal{L}U(X^\xi_n(s), X^n(s))]ds$$

$$\leq EU(R(n)(\xi - \eta)) - \lambda_2 E \int_0^{t_{\beta}} U(X^\xi_n(s) - X^n(s))ds$$

$$+ E \int_0^{t_{\beta}} (R(n) - I)(F(X^\xi_n(s)) - F(X^n(s)))ds$$

$$+ \frac{1}{2} E \int_0^{t_{\beta}} tr[U_{xx}(X^\xi_n(s) - X^n(s))R(n)(G(X^\xi_n(s)) - G(X^n(s)))$$

$$\times Q(R(n)(G(X^\xi_n(s)) - G(X^n(s))))^*]ds$$

$$- \frac{1}{2} E \int_0^{t_{\beta}} tr[U_{xx}(X^n(s))(G(X^\xi_n(s)) - G(X^n(s)))Q(G(X^\xi_n(s)) - G(X^n(s)))]ds.$$
which furthermore implies that for given $\epsilon \in (0, 1)$ there exists a constant $T = T(K, \epsilon) > 0$ such that

\begin{equation}
P\{\tau_\alpha \wedge \tau_\beta \leq T\} > 1 - \frac{\epsilon}{4}.
\end{equation}

By \[[3.12]\]

\[1 - \frac{\epsilon}{4} < P\{\tau_\alpha \wedge \tau_\beta \leq T\} \leq P\{\tau_\alpha \leq T\} + P\{\tau_\beta < \infty\} \leq P\{\tau_\alpha \leq T\} + \frac{\epsilon}{4},\]

which yields

\begin{equation}
P\{\tau_\alpha \leq T\} \geq 1 - \frac{\epsilon}{2}.
\end{equation}

Now, define the stopping time

\[\sigma = \inf\{t \geq \tau_\alpha \wedge T : \|X^{\xi}(t) - X^{\eta}(t)\|_H \geq \epsilon\}.
\]

Let $t > T$ and compute

\[c_2\epsilon^2 P\{\tau_\alpha \leq T, \sigma \leq t\} \leq \mathbb{E}\mathbb{I}_{(\tau_\alpha, \sigma) \leq t}U(X^{\xi}(\sigma \wedge t) - X^{\eta}(\sigma \wedge t))\]
\[\leq \mathbb{E}\mathbb{I}_{\tau_\alpha \leq T}U(X^{\xi}(\tau_\alpha \wedge t) - X^{\eta}(\tau_\alpha \wedge t))\]
\[\leq \mathbb{E}\mathbb{I}_{\tau_\alpha \leq T}U(X^{\xi}(\tau_\alpha) - X^{\eta}(\tau_\alpha))\]
\[\leq P\{\tau_\alpha \leq T\} \sup_{\|x\|_H \leq \alpha} U(x).
\]

This, together with \[[3.10]\] and \[[3.14]\], gives

\begin{equation}
P\{\tau_\alpha \leq T, \sigma \leq t\} < \frac{\epsilon}{2}.
\end{equation}

While, by \[[3.14]\] and \[[3.15]\]

\[P\{\sigma \leq t\} \leq P\{\tau_\alpha \leq T, \sigma \leq t\} + P\{\tau_\alpha > T\} < \epsilon.
\]

Letting $t \to \infty$, we have

\[P\{\sigma < \infty\} \leq \epsilon.
\]

This implies that for any $\xi, \eta \in K$, we must have that for $t \geq T$

\[P\{\|X^{\xi}(t) - X^{\eta}(t)\|_H < \epsilon\} \geq 1 - \epsilon,
\]

as required. \hfill \square

Let $\mathcal{P}(H)$ denote all probability measures on $H$. For $P_1, P_2 \in \mathcal{P}(H)$ define the metric

\[d_L(P_1, P_2) = \sup_{f \in L} \left| \int_H f(x)P_1(dx) - \int_H f(x)P_2(dx) \right|
\]

and

\[L = \{f : H \to R : |f(x) - f(y)| \leq \|x - y\|_H \text{ and } |f(\cdot)| \leq 1\}.
\]

Lemma 3.3. Let \[[3.9]\] hold. Then, for any compact subset $K$ of $H$,

\begin{equation}
\lim_{t \to \infty} d_L(p(t, \xi, \cdot), p(t, \zeta, \cdot)) = 0, \text{ uniformly in } \xi, \zeta \in K.
\end{equation}
Proof. It is sufficient to show that there is a $\bar{T} > 0$ such that for any $\varepsilon > 0$ and $\xi, \zeta \in \mathcal{K}$
\[ d_L(p(t, \xi, \cdot), p(t, \zeta, \cdot)) \leq \varepsilon, \quad \forall t \geq \bar{T}, \]
which is equivalent to showing
\[ \sup_{f \in L} |\mathbb{E}f(X_\xi(t)) - \mathbb{E}f(X_\zeta(t))| \leq \varepsilon, \quad \forall t \geq \bar{T}. \]
However, for any $f \in L$,
\[ |\mathbb{E}f(X_\xi(t)) - \mathbb{E}f(X_\zeta(t))| \leq \mathbb{E}(2 \wedge \|X_\xi(t) - X_\zeta(t)\|_H). \]
By (3.9) there exists a $\bar{T} > 0$ satisfying
\[ \mathbb{E}(2 \wedge \|X_\xi(t) - X_\zeta(t)\|_H) \leq \varepsilon, \quad \forall t \geq \bar{T}. \]
Since $f \in L$ is arbitrary, we have that
\[ \sup_{f \in L} |\mathbb{E}f(X_\xi(t)) - \mathbb{E}f(X_\zeta(t))| \leq \varepsilon, \quad \forall t \geq \bar{T}. \]
The desired result then follows. \hfill $\square$

Lemma 3.4. Let (3.3) and (3.9) hold. Then, $\{p(t, \xi, \cdot) : t \geq 0\}$ is Cauchy in the space $\mathcal{P}(H)$ for any $\xi \in H$.

Proof. Fix $\xi \in H$. We need to show that for any $\varepsilon > 0$ there exists a $T > 0$ such that
\[ d_L(p(t+s, \xi, \cdot), p(t, \xi, \cdot)) \leq \varepsilon, \quad \forall t \geq T, s > 0, \]
which is equivalent to showing that
\[ \sup_{f \in L} |\mathbb{E}f(X_\xi(t+s)) - \mathbb{E}f(X_\xi(t))| \leq \varepsilon, \quad \forall t \geq T, s > 0. \]
From Remark 3.1, we know that there exists a compact subset $\mathcal{K}$ of $H$ such that for any $\varepsilon > 0$
\[ p(s, \xi, \mathcal{K}) > 1 - \frac{\varepsilon}{8}. \]
Next, by the strong Markov property of $X_\xi(t)$, for any $f \in L$ and $t, s > 0$
\[ |\mathbb{E}f(X_\xi(t+s)) - \mathbb{E}f(X_\xi(t))| = |\mathbb{E}[\mathbb{E}f(X_\xi(t+s)) | F_s] - \mathbb{E}f(X_\xi(t))| \]
\[ = \left| \int_H \mathbb{E}f(X_\xi(t))p(s, \xi, d\zeta) - \mathbb{E}f(X_\xi(t)) \right| \]
\[ \leq \int_H \mathbb{E}|f(X_\xi(t)) - f(X_\xi(t))| p(s, \xi, d\zeta) \]
\[ = \int_{K} \mathbb{E}|f(X_\xi(t)) - f(X_\xi(t))| p(s, \xi, d\zeta) \]
\[ + \int_{H-K} \mathbb{E}|f(X_\xi(t)) - f(X_\xi(t))| p(s, \xi, d\zeta) \]
\[ \leq \int_{K} \mathbb{E}|f(X_\xi(t)) - f(X_\xi(t))| p(s, \xi, d\zeta) + \frac{\varepsilon}{4}, \]
where (3.15) has been used in the last inequality. By (3.9) there is a $T > 0$ such that for the given $\varepsilon > 0$
\[ \mathbb{E}|f(X_\xi(t)) - f(X_\xi(t))| \leq \mathbb{E}(2 \wedge \|X_\xi(t) - X_\zeta(t)\|_H) \leq \frac{3\varepsilon}{4}, \quad \forall t \geq T. \]
Hence, in (3.19)\[|\mathbb{E}f(X_t^s(t+s)) - \mathbb{E}f(X_t^s(t))| \leq \varepsilon, \quad \forall t \geq T, s > 0.\] Since \( f \in \mathcal{L} \) is arbitrary, the desired inequality (3.17) follows. \( \square \)

After the preparation of the lemmas above, we now can state our main result.

**Theorem 3.1.** Under the conditions of Lemma 3.1 and Lemma 3.2, the mild solution \( X(t) \) to (2.1) is stable in distribution.

**Proof.** By the definition of stability in distribution of mild solutions, it is sufficient to show that there exists a probability measure \( \pi(\cdot) \) such that for any \( \xi \in H \), the transition probabilities \( \{p(t,\xi,\cdot) : t \geq 0\} \) converge weakly to \( \pi(\cdot) \). As we know, the weak convergence of probability measures is equivalent to a metric concept; therefore we need to show that for any \( \xi \in H \),

\[
\lim_{t \to \infty} d_{L}(p(t,\xi,\cdot),\pi(\cdot)) = 0.
\]

By Lemma 3.4, \( \{p(t,\cdot,\cdot) : t \geq 0\} \) is Cauchy in the space \( \mathcal{P}(H) \) with metric \( d_{L} \). Since \( \mathcal{P}(H) \) is a complete metric space under metric \( d_{L} \) (cf. [3], Theorem 5.4), there is a unique probability measure \( \pi(\cdot) \in \mathcal{P}(H) \) such that

\[
\lim_{t \to \infty} d_{L}(p(t,0,\cdot),\pi(\cdot)) = 0.
\]

Moreover,

\[
\lim_{t \to \infty} d_{L}(p(t,\xi,\cdot),\pi(\cdot)) \leq \lim_{t \to \infty} d_{L}(p(t,\xi,\cdot),p(t,0,\cdot)) + \lim_{t \to \infty} d_{L}(p(t,0,\cdot),\pi(\cdot)).
\]

This, together with (3.20), means

\[
\lim_{t \to \infty} d_{L}(p(t,\xi,\cdot),\pi(\cdot)) = 0.
\]

\( \square \)

4. Example

In this section, in order to demonstrate the applicability of our theory, one example is constructed.

**Example 4.1.** Consider the semi-linear stochastic partial differential equation

\[
\begin{aligned}
\text{(4.1)} \\
\frac{dy}{dt}(x,t) = \frac{\partial^2}{\partial x^2} y(x,t)dt + \sigma f(y(x,t))dW(t), \quad t \geq 0, 0 < x < 1, \\
y(0,t) = y(1,t) = 0, \quad t \geq 0; \quad y(x,0) = y_0(x), \quad 0 \leq x \leq 1,
\end{aligned}
\]

where \( W(t), t \geq 0, \) is a real standard Brownian motion, \( \sigma \) is a real number and \( f \) is a real Lipschitz continuous function on \( L^2(0,1) \) satisfying for \( u,v \in L^2(0,1) \) and some positive constants \( c,k \),

\[
|f(u)| \leq c(\|u\|_H + 1), \quad |f(u) - f(v)| \leq k\|u - v\|_H.
\]

In this example, we take \( H = L^2(0,1) \) and \( A = \frac{\partial^2}{\partial x^2} \) with \( \mathcal{D}(A) = H^1_0(0,1) \cap H^2(0,1) \). Then, by Govindan [8], for any \( u \in \mathcal{D}(A) \),

\[
\langle u, Au \rangle_H \leq -\pi^2 \|u\|^2_H.
\]

For all \( u \in \mathcal{D}(A) \)

\[
\mathcal{L}\|u\|^2_H = 2\langle u, Au \rangle_H + \sigma^2 |f(u)|^2 \leq -2(\pi^2 - \sigma^2 \epsilon^2)\|u\|^2_H + 2\sigma^2 \epsilon^2.
\]
Similarly,
\[ \mathcal{L} \| u - v \|_H^2 \leq - (2\pi^2 - \sigma^2 k^2) \| u - v \|_H^2. \]

Therefore, if \( \sigma^2 c^2 < \pi^2 \) and \( \sigma^2 k^2 < 2\pi^2 \), then we immediately deduce by Theorem 3.1 that the mild solution process \((y(x, t))\) of (4.1) is stable in distribution.
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