1. Introduction and statements of results

Letting $k = (k_1, k_2, \ldots, k_n)$ be a sequence of positive integers, the multiple polylogarithm (with one variable) $\text{Li}_k(z)$ is defined by

$$\text{Li}_k(z) = \sum_{m_1 > m_2 > \cdots > m_n > 0} \frac{z^{m_1}}{m_1^{k_1} m_2^{k_2} \cdots m_n^{k_n}}$$

$$= \int_0^z \frac{dt}{k_1-1} \frac{dt}{1-t} \frac{dt}{k_2-1} \frac{dt}{1-t} \cdots \frac{dt}{k_n-1} \frac{dt}{1-t},$$

where the iterated integral is given by

$$\int_0^z f_1(t)dt f_2(t)dt \cdots f_m(t)dt = \int_{z>t_1>\cdots>t_m>0} f_1(t_1) \cdots f_m(t_m)dt_1 \cdots dt_m.$$

It is obvious that $\text{Li}_k(z)$ is absolutely convergent for $|z| < 1$. If $k_1 \geq 2$ (such a $k$ is called admissible), then $\text{Li}_k(z)$ converges to the multiple zeta value $\zeta(k)$ when $z$ tends to 1:

$$\lim_{z \to 1} \text{Li}_k(z) = \zeta(k) = \sum_{m_1 > m_2 > \cdots > m_n > 0} \frac{1}{m_1^{k_1} m_2^{k_2} \cdots m_n^{k_n}}$$

$$= \int_0^1 \frac{dt}{k_1-1} \frac{dt}{1-t} \frac{dt}{k_2-1} \frac{dt}{1-t} \cdots \frac{dt}{k_n-1} \frac{dt}{1-t}.$$

Set $\text{wt}(k) = k_1 + k_2 + \cdots + k_n$, which is called the weight of $k$.

It is known that there are two ways to write a product of two multiple zeta values as a sum of multiple zeta values: one is called the harmonic shuffle product, which follows from the infinite series expressions; the other one is called the shuffle
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product, which is deduced from the iterated integral expressions. Therefore we obtain the so-called (finite) double shuffle relations for multiple zeta values. To find "all" rational linear relations among multiple zeta values, we take the regularized processes, which are called the shuffle regularization and the harmonic shuffle regularization. The shuffle regularization uses multiple polylogarithms. Precisely, for any sequence of positive integers \( k \), there exists one \( J > 0 \) such that

\[
\begin{align*}
\text{Li}_k(z) = P_k(-\log(1-z)) + O((1-z) \log J(1-z)), \quad z \to 1,
\end{align*}
\]

where \( P_k(T) \in \mathbb{R}[T] \) is called the shuffle regularization. For details, one can refer for example to [3, 6].

In this note, we study the \( O \)-part of (1.1); the higher order shuffle regularization. For a sequence \( k = (k_1, \ldots, k_m) \) of positive integers and a positive integer \( i \), the truncated multiple zeta value \( \zeta_i(k) \) is defined by

\[
\zeta_i(k) = \sum_{i > m_1 > \cdots > m_n > 0} \frac{1}{m_1^{k_1} \cdots m_n^{k_n}} \in \mathbb{Q}.
\]

By induction on the weight of the index, we obtain the following theorem.

**Theorem 1.1.** For a sequence of positive integers \( k = (1, \ldots, 1, k') \) with \( m \geq 0 \) and \( k' \) admissible (here \( k' = (k_1, \ldots, k_m) \) with \( k_1 \geq 2 \)), there exist polynomials \( P^{(i)}_k(T) \in \mathbb{R}[T] \) such that

\[
\text{Li}_k(z) = \sum_{i=0}^{\infty} P^{(i)}_k(-\log(1-z))(1-z)^i.
\]

Here the polynomials \( P^{(i)}_k(T) \) satisfy the following properties.

1. We have \( P^{(0)}_k(T) = \sum_{j=0}^{m} P^{(0j)}_k T^j \), where \( P^{(0j)}_k \) has the form

\[
P^{(0j)}_k = \sum_{\substack{\text{wt}(k') = \text{wt}(k) - j \\text{admissible}}} \beta_{k,k',j} \zeta_{\text{wt}(k')}
\]

with \( \beta_{k,k',j} \in \mathbb{Q} \). In particular, we have \( P^{(0m)}_k \zeta_1(k') = \frac{\zeta_1(k')}{m!} \).

2. For any \( i > 0 \), we have \( P^{(i)}_k(T) = \sum_{j=0}^{n} P^{(ij)}_k T^j \), where \( P^{(ij)}_k \) has the form

\[
P^{(ij)}_k = \sum_{\substack{\text{wt}(k^{(1)}) + \text{wt}(k^{(2)}) = \text{wt}(k) - j \\text{admissible}}} \alpha_{k,k^{(1)},k^{(2)},a,j} \frac{1}{i!} \zeta_{(k^{(1)})}(1) \zeta_{(k^{(2)})}(1)
\]

with \( \alpha_{k,k^{(1)},k^{(2)},a,j} \in \mathbb{Q} \). Moreover, the right hand side of (1.2) is absolutely convergent in the domain \( \{ z \in \mathbb{C} \mid |1 - z| < \varepsilon(k), \Re(1 - z) > 0 \} \) for some \( \varepsilon(k) > 0 \).

**Remark.** The rational coefficients \( \beta_{k,k',j} \) and \( \alpha_{k,k^{(1)},k^{(2)},a,j} \) are determined by the recursion relations (2.3)-(2.6), and the polynomial \( P^{(0)}_k(T) \) is just \( P_k(T) \) appearing in (1.1).
We can obtain some relations for multiple zeta values from the above theorem. Let \( k, k' \) be two sequences of positive integers. Using the shuffle product of iterated integrals, we have that there exist \( c_{k,k'}^{\nu} \in \mathbb{Z}_{>0} \) such that

\[
\text{Li}_k(z) \text{Li}_{k'}(z) = \sum_{k''} c_{k,k'}^{\nu} \text{Li}_{k''}(z).
\]

Let

\[
\text{Li}_k(z, T) = \sum_{i=0}^{\infty} P_k^{(i)}(T)(1-z)^i
\]

be a formal series. From the shuffle product of multiple polylogarithms and the monodromy of logarithms, we have the following theorem.

**Theorem 1.2.** For two sequences of positive integers \( k \) and \( k' \), we have

\[
\text{Li}_k(z, T) \text{Li}_{k'}(z, T) = \sum_{k''} c_{k,k'}^{\nu} \text{Li}_{k''}(z, T),
\]

where \( c_{k,k'}^{\nu} \) is defined as in (1.5).

The proofs of the above two theorems will be given in Section 2.

By comparing the coefficients of powers of \( 1-z \) and \( T \) in (1.7), we obtain relations of multiple zeta values. We call these relations higher order regularized shuffle relations for multiple zeta values. We list some computations. For example we have

\[
\text{Li}_2(z) = \zeta(2) - \sum_{i=1}^{\infty} \left\{ \frac{1}{i}(-\log(1-z)) + \frac{1}{i^2} \right\}(1-z)^i,
\]

\[
\text{Li}_{2,2}(z) = \zeta(2,2) - \sum_{i=1}^{\infty} \left\{ \left( \frac{1}{i} \zeta(2) + \frac{1}{i} \zeta_i(2) \right)(-\log(1-z))
\right.
\]

\[
\left. + \frac{1}{i^2} \zeta(2) + \frac{1}{i} \zeta_i(2) - \frac{2}{i} \zeta(3) + \frac{2}{i} \zeta_i(3) \right\}(1-z)^i,
\]

\[
\text{Li}_{3,1}(z) = \zeta(3,1) + \sum_{i=1}^{\infty} \left\{ \frac{1}{i^2} \zeta_i(1)(-\log(1-z))^2 + \left( \frac{1}{i^2} \zeta_i(1) + \frac{1}{i} \zeta_i(2) \right)(-\log(1-z))
\right.
\]

\[
\left. + \frac{1}{i^3} \zeta_i(1) + \frac{1}{i^2} \zeta_i(2) + \frac{1}{i} \zeta_i(3) - \frac{1}{i} \zeta_i(2,1) \right\}(1-z)^i.
\]

Thus the shuffle product

\[
\text{Li}_2(z) \text{Li}_2(z) = 2 \text{Li}_{2,2}(z) + 4 \text{Li}_{3,1}(z)
\]

yields the shuffle relation

\[
\zeta(2)\zeta(2) = 2\zeta(2,2) + 4\zeta(3,1)
\]

and the Euler relation

\[
\zeta(3) = \zeta(2,1).
\]

Let \( A = \{e_0, e_1\} \) with \( e_0 \) and \( e_1 \) two noncommutative variables, and let \( \mathbb{C}\langle\langle A\rangle\rangle \) be the free associative algebra generated by \( e_0 \) and \( e_1 \). It is known that the Drinfel’d associator \( \Phi_{DR}(e_0, e_1) \) is a generating function of multiple zeta values (see [2]). In fact, for an admissible \( k = (k_1, \ldots, k_n) \), we have

\[
\zeta(k) = (-1)^n \times (\text{coefficient of } e_0^{k_1\cdot 1} e_1^{k_1\cdot 1} \cdots e_0^{k_n\cdot 1} e_1 \text{ in } \Phi_{DR}).
\]
We also find that the higher order regularized shuffle relations for multiple zeta values can be deduced from the group-like property of \( \Phi_{DR} \), where the algebra \( \mathbb{C} \langle \langle A \rangle \rangle \) has a coproduct \( \Delta \) determined by
\[
\Delta(e_i) = e_i \otimes 1 + 1 \otimes e_i, \quad i = 0, 1.
\]

To state this main result, we define \( \text{Shuffle}(\mathbb{C}) \) as the set of elements \( \Phi(e_0, e_1) \in \mathbb{C} \langle \langle A \rangle \rangle \) with the following two properties:
1. \( \Phi(e_0, 0) = \Phi(0, e_1) = 1 \),
2. (group-like) \( \Delta \Phi = \Phi \otimes \Phi \).

Note that the set of associators (see [1] for the definition of associators) is contained in \( \text{Shuffle}(\mathbb{C}) \). For an admissible sequence \( k = (k_1, \ldots, k_n) \), we define
\[
\zeta_{\Phi}(k) = (-1)^n \times \text{(coefficient of } e_0^{k_1-1} e_1 \cdots e_0^{k_n-1} e_1 \text{ in } \Phi)\).
\]
We call the value \( \zeta_{\Phi}(k) \) the multiple zeta value associated to \( \Phi \). Note that when \( \Phi = \Phi_{DR} \), the multiple zeta value \( \zeta_{\Phi}(k) \) is nothing but the multiple zeta value \( \zeta(k) \). The main theorem of this paper says that these values \( \zeta_{\Phi}(k) \) satisfy the same higher order regularized shuffle relations as multiple zeta values.

To state the main theorem, we give the definition of multiple polylogarithms associated to \( \Phi(e_0, e_1) \in \text{Shuffle}(\mathbb{C}) \). For a sequence \( k \) of positive integers, we define \( \text{Li}_{k, \Phi}(z, T) \) by replacing the multiple zeta values occurring in (1.6), the defining formula of \( \text{Li}_{k}(z, T) \), with the corresponding multiple zeta values associated to \( \Phi \).

More specifically, if \( k = (1, \ldots, 1, k_1, \ldots, k_n) \) with \( m, n \geq 0 \) and \( k_1 \geq 2 \), we define
\[
\text{Li}_{k, \Phi}(z, T) = \sum_{i=0}^{\infty} P^{(i)}_{k, \Phi}(T)(1-z)^i \text{,} 
\]
where \( P^{(i)}_{k, \Phi}(T) \in \mathbb{C}[T] \) is determined as the following:

- \( P^{(0)}_{k, \Phi}(T) = \sum_{j=0}^{m} P^{(0,j)}_{k, \Phi} / T^j \) with
  \[
P^{(0,j)}_{k, \Phi} = \sum_{\substack{\beta_{k,k''} \text{ admissible} \quad \text{wt}(k'') = \text{wt}(k) - j}} \beta_{k,k''} \zeta_{\Phi}(k''),
\]
- \( P^{(i)}_{k, \Phi}(T) = \sum_{j=0}^{n} P^{(i,j)}_{k, \Phi} / T^j \) for any \( i > 0 \) with
  \[
P^{(i,j)}_{k, \Phi} = \sum_{\substack{\alpha_{k',k''}, \beta_{k,k'(1)}(1), \beta_{k,k'(2)}(2) \text{ admissible} \quad a > 0}} \alpha_{k',k''} \beta_{k,k'(1)}(1) \beta_{k,k'(2)}(2) / a \zeta_{\Phi}(k'').
\]

Now we give the main theorem.

**Theorem 1.3.** Let \( \Phi(e_0, e_1) \in \text{Shuffle}(\mathbb{C}) \) and let \( k, k' \) be two sequences of positive integers. We have
\[
\text{Li}_{k, \Phi}(z, T) \text{ Li}_{k', \Phi}(z, T) = \sum_{k''} c_{k,k'}^{k''} \text{ Li}_{k'', \Phi}(z, T),
\]
where \( c_{k,k'}^{k''} \) is defined as in (1.3).
We call the relations of multiple zeta values associated to Φ deduced from (1.9) the higher order regularized shuffle relations of Φ(e_0, e_1). Obviously, the higher order regularized shuffle relations of Φ(e_0, e_1) contain the shuffle relations of Φ. Some higher order regularized shuffle relations are:

$$\zeta_{\Phi}(2) = 2 \zeta_{\Phi}(2, 2) + 4 \zeta_{\Phi}(3, 1),$$
$$\zeta_{\Phi}(3) = \zeta_{\Phi}(2, 1).$$

We will prove the above theorem in Section 3.

2. Proofs of Theorem 1.1 and Theorem 1.2

In this section, we prove Theorem 1.1 and Theorem 1.2.

Let $k = (1, \ldots, 1, k')$ be a sequence as in Theorem 1.1. We define the polynomials $P_i^{(i)}(T)$ by induction on $\text{wt}(k)$. If $\text{wt}(k) = 0$, we set $L_i^{k}(z) = 1$. Now we assume $\text{wt}(k) > 0$. There are two cases.

If $m = 0$, the sequence $k = k' = (k_1, \ldots, k_n)$ is admissible with $n > 0$. Letting $\partial k = (k_1 - 1, k_2, \ldots, k_n)$, we have

$$\zeta(k) - L_i^{k}(z) = \int_1^{1/t} L_i^{\partial k}(t) dt = \sum_{i=1}^{\infty} \int_1^{1/t} L_i^{\partial k}(t)(1 - t)^{i-1} dt. \quad (2.1)$$

If $m > 0$, setting $k = (1, \partial k)$, we have

$$L_i^{k}(z) = \int_0^{1} t \frac{1}{1 - t} L_i^{\partial k}(t) dt. \quad (2.2)$$

Using the assumption of induction on $\partial k$ in (2.1) and (2.2), respectively, we finish the proof of Theorem 1.1. More specifically, we find the recursion relations of $\alpha_{k, k'}, a', j$ and $\beta_{k, k'', a', j}$.

(i) If $m = 0$, we have

- for an admissible sequence $k''$ with $\text{wt}(k'') = \text{wt}(k)$,

$$\beta_{k, k'', a', 0} = \begin{cases} 1, & \text{if } k'' = k, \\ 0, & \text{otherwise}; \end{cases} \quad (2.3)$$

- for sequences $k^{(1)}, k^{(2)}$ and integers $a, j$ with $a > 0, 0 \leq j \leq n, a + \text{wt}(k^{(1)}) + \text{wt}(k^{(2)}) = \text{wt}(k) - j$ and $k^{(2)}$ admissible,

$$\alpha_{k, k^{(1)}, k^{(2)}, a, j} = \begin{cases} -\frac{(a+j-1)!}{j!} \alpha_{\partial k, k'', b, a+j-1}, & \text{if } k^{(1)} = (b, k'') \text{ with } b > 0, a \leq n + 1 - j, \\ -\frac{(a+j-1)!}{j!} \beta_{\partial k, k^{(2)}, a+j-1}, & \text{if } a \leq n + 1 - j \text{ and } k^{(1)} \text{ is empty}, \\ 0, & \text{otherwise}. \end{cases} \quad (2.4)$$

(ii) If $m > 0$, we have
• for an admissible sequence $k''$ and an integer $j$ with $0 \leq j \leq m$ and 
$\text{wt}(k'') = \text{wt}(k) - j$, 

(2.5)

$$\beta_{k,k''} = \begin{cases} 
\sum_{a = \text{wt}(k^{(1)}); \text{admissible}} \alpha_{k,k''}^{a,0} c^{k''}_{a,l,k^{(1)},k^{(2)}}, & \text{if } j = 0, \\
\beta_{k,k''}, & \text{otherwise}; 
\end{cases}$$

• for sequences $k^{(1)}, k^{(2)}$ and integers $a, j$ with $a > 0, 0 \leq j \leq n, a + \text{wt}(k^{(1)}) + \text{wt}(k^{(2)}) = \text{wt}(k) - j$ and $k^{(2)}$ admissible,

(2.6)

$$\alpha_{k,k^{(1)},k^{(2)}}, a, j = -\sum_{k = j}^{n} \frac{k!}{j!} \alpha_{k,k^{(1)},k^{(2)}, a+j-k-1,k};$$

here we assign $\alpha_{k,k^{(1)},k^{(2)}, a+j-k-1,k} = 0$ for $a + j - k - 1 \leq 0$.

In the formula (2.5), $c^{k''}_{a,l,k^{(1)},k^{(2)}}$ are integers uniquely determined by the shuffle product

$$\zeta(a + l + 1, k^{(1)}) \zeta(k^{(2)}) = \sum_{k'': \text{admissible}, \text{wt}(k'') = \text{wt}(k)} c^{k''}_{a,l,k^{(1)},k^{(2)}} \zeta(k'').$$

We also find that $P^{(0)}_{k}(T)$ is just the polynomial $P_{k}(T)$ in (1.1).

To prove Theorem 1.2, we introduce the following lemma.

**Lemma 2.1.** Let $k \geq 0$ be an integer. Let

$$f(z) = \sum_{0 \leq n \leq k, m \geq 0} a_{nm} (\log z)^{n} z^{m}$$

and

$$g(z) = \sum_{0 \leq n \leq k, m \geq 0} b_{nm} (\log z)^{n} z^{m}$$

be two absolutely convergent series in the domain $\{z \in \mathbb{C} \mid |z| < \varepsilon, \Re(z) > 0\}$ with $a_{nm}, b_{nm} \in \mathbb{C}$, where $\varepsilon > 0$ is a small constant. If $f(z) = g(z)$, it follows that

$$a_{nm} = b_{nm}, \text{ for any } 0 \leq n \leq k, m \geq 0.$$

**Proof.** We proceed with the proof by using induction on $k$. The case $k = 0$ is trivial. Below we assume that $k > 0$.

Let $\rho$ be an operator defined by

$$\rho(h(z)) = h(z e^{2\pi i}).$$

We have

(a) $(\rho - 1)^{m}(\log z)^{n} = \sum_{r=0}^{m} (-1)^{m-r} \binom{m}{r} (\log z + 2r \pi i)^{n}, m, n \geq 0.$

(b) $(\rho - 1)^{m}(\log z)^{n} = 0, 0 \leq n < m.$

We also define

$$\log \rho = \log(1 + \rho - 1) := (\rho - 1) - \frac{(\rho - 1)^{2}}{2} + \frac{(\rho - 1)^{3}}{3} - \cdots + (-1)^{k-1} \frac{(\rho - 1)^{k}}{k}.$$ 

By (b), the actions of $\log \rho$ on $f(z)$ and $g(z)$ can be regarded as the logarithm of the operator $\rho$. 

Letting
\[ f(z, T) = \sum_{0 \leq n,k,m \geq 0} a_{nm} T^n z^m, \]
we have
\[ e^{2\pi i \frac{\partial}{\partial T}} f(z, T) = \sum_{0 \leq n,k,m \geq 0} a_{nm} (T + 2\pi i)^n z^m = \rho f(z), \]
which implies
\[ (\log \rho) f(z) = 2\pi i \frac{\partial}{\partial T} f(z, T) \bigg|_{T = \log z} = 2\pi i \sum_{0 \leq n \leq k-1, m \geq 0} (n + 1) a_{n+1,m} (\log z)^n z^m. \]
The condition \( f(z) = g(z) \) gives that \( (\log \rho) f(z) = (\log \rho) g(z) \). Then by the assumption of induction, we get
\[ a_{nm} = b_{nm}, \quad 1 \leq n \leq k, m \geq 0. \]
Thus we can rewrite \( f(z) = g(z) \) by
\[ \sum_{m \geq 0} a_{0m} z^m = \sum_{m \geq 0} b_{0m} z^m, \]
which implies that \( a_{0m} = b_{0m} \) for any \( m \geq 0 \).

**Corollary 2.2.** Let \( k \geq 0 \) be an integer. Let
\[ f(z, T) = \sum_{0 \leq n,k,m \geq 0} a_{nm} T^n z^m \]
and
\[ g(z, T) = \sum_{0 \leq n,k,m \geq 0} b_{nm} T^n z^m \]
with \( a_{nm}, b_{nm} \in \mathbb{C} \). If \( f(z, \log z) = g(z, \log z) \) in the domain \( \{ z \in \mathbb{C} \mid |z| < \varepsilon, \Re(z) > 0 \} \) with \( \varepsilon > 0 \) a small constant, we have \( f(z, T) = g(z, T) \).

A direct application of Corollary 2.2 induces Theorem 1.2.

### 3. Proof of Theorem 1.3

This section is devoted to proving Theorem 1.3. We use the language of shuffle algebra and the properties of two special solutions of the Knizhnik-Zamolodchikov equation.

#### 3.1. The Knizhnik-Zamolodchikov equation

We recall some facts about the (formal) Knizhnik-Zamolodchikov (abbreviate to KZ below) equation (see for example [21][4]). The KZ equation is a differential equation
\[ \frac{dG}{dz} = \left( \frac{e_0}{z} + \frac{e_1}{z-1} \right) G(z), \]
where \( e_0, e_1 \) are noncommutative symbols as above, and \( G(z) \) is a \( \mathbb{C} \langle \langle e_0, e_1 \rangle \rangle \)-valued analytic function. It is known that there exist unique solutions \( G_0 \) and \( G_1 \) of the KZ equation with the asymptotic properties
\[ G_0(z) \sim z^{e_0} (z \to 0), \quad G_1(z) \sim (1-z)^{e_1} (z \to 1). \]
The Drinfel’d associator \( \Phi_{DR}(e_0, e_1) \in \mathbb{C} \langle \langle e_0, e_1 \rangle \rangle \) is defined as
\[ G_0(z) = G_1(z) \Phi_{DR}(e_0, e_1). \]
3.2. The shuffle algebra and shuffle regularization maps. Let $X = \{x_0, x_1\}$ be a set of letters. We denote the set of words on $X$ by $X^*$, which contains the empty word $\emptyset$. Similarly, for $A = \{e_0, e_1\}$ introduced in Section 1, the set of words is denoted by $A^*$. There is a bijection $\phi : A^* \rightarrow X^*$ given by $\phi(1) = 1$ and $\phi(e_1, e_1, \cdots, e_n) = x_1x_2 \cdots x_n$.

Let $\mathfrak{h} = \mathbb{C}(X)$ be the $\mathbb{C}$-algebra of noncommutative polynomials on $x_0$ and $x_1$. It has two subalgebras:

$$\mathfrak{h}_1 = C + h x_1, \quad \mathfrak{h}_0 = C + x_0 h x_1.$$

The shuffle product $\Pi$ on $\mathfrak{h}$ is defined by linearity and the axioms

$S1$: $w \Pi 1 = 1 \Pi w = w,$

$S2$: $x_i u \Pi x_j v = x_i(u \Pi x_j v) + x_j(x_i u \Pi v),$

for any $x_i, x_j \in X$ and $w, u, v \in X^*$. Under this new product, $\mathfrak{h}$ becomes a commutative algebra, and $\mathfrak{h}_1, \mathfrak{h}_0$ are still subalgebras. We use the notation $\mathfrak{h}_{\Pi}, \mathfrak{h}_{\Pi}^1, \mathfrak{h}_{\Pi}^0$ to emphasize this commutative algebra structure.

By [7], the shuffle algebras $\mathfrak{h}_{\Pi}$ and $\mathfrak{h}_{\Pi}^1$ can be decomposed as

$$\mathfrak{h}_{\Pi} = \bigoplus_{j=0}^\infty \mathfrak{h}_{\Pi}^0 \Pi x_0^{\Pi j} = \bigoplus_{i,j=0}^\infty x_1^{\Pi i} \Pi \mathfrak{h}_{\Pi}^0 \Pi x_0^{\Pi j}$$

and

$$\mathfrak{h}_{\Pi}^1 = \bigoplus_{i=0}^\infty x_1^{\Pi i} \Pi \mathfrak{h}_{\Pi}^0,$$

respectively. We define the shuffle regularization maps $\text{reg}_{\Pi}^1 : \mathfrak{h}_{\Pi} \rightarrow \mathfrak{h}_{\Pi}^1$ and $\text{reg}_{\Pi} : \mathfrak{h}_{\Pi} \rightarrow \mathfrak{h}_{\Pi}$ as in [3] by taking the constant terms of the above decompositions. More explicitly, for any $w \in \mathfrak{h}$, if

$$w = \sum_{j \geq 0} w_j \Pi x_0^{\Pi j} = \sum_{i,j \geq 0} x_1^{\Pi i} \Pi w_{ij} \Pi x_0^{\Pi j}$$

with $w_j \in \mathfrak{h}_1$ and $w_{ij} \in \mathfrak{h}_0$, we have

$$\text{reg}_{\Pi}^1(w) = w_0, \quad \text{reg}_{\Pi}(w) = w_00.$$

The regularization maps are shuffle algebra homomorphisms. The restriction of $\text{reg}_{\Pi}$ to $\mathfrak{h}_{\Pi}^1$ will still be denoted by $\text{reg}_{\Pi}^1$.

3.3. Representations of $G_0(z)$ and $G_1(z)$ by multiple polylogarithms. We recall the representations of $G_0(z)$ and $G_1(z)$ by multiple polylogarithms from [5].

Set $\text{Li}(1; z) = 1$. For $w = x_0^{k_1-1} x_1 \cdots x_0^{k_n-1} x_1 \in \mathfrak{h}_1$, we define

$$\text{Li}(w; z) = (-1)^n \text{Li}_{k_1, \ldots, k_n}(z).$$

For $w \in \mathfrak{h}_1$, $\text{Li}(w; z)$ is defined by linearly extending. For any $w \in \mathfrak{h}$, there is a unique expression of $w$ as

$$w = w_0 + w_1 \Pi x_0 + w_2 \Pi x_0^{\Pi 2} + \cdots + w_n \Pi x_0^{\Pi n}$$

with $w_0, w_1, \ldots, w_n \in \mathfrak{h}_1$. Then $\text{Li}(w; z)$ is defined as

$$\text{Li}(w; z) = \sum_{i=0}^n \text{Li}(w_i; z)(\log z)^i.$$
The functions $\widetilde{Li}(w; z)$ ($w \in \mathfrak{h}$) are called multiple polylogarithms too. They also satisfy shuffle relations and have the desired properties

\[
\frac{d}{dz} \widetilde{Li}(x_i w; z) = \frac{1}{z - i} \widetilde{Li}(w; z),
\]

where $w \in \mathfrak{h}$ and $i = 0, 1$. Hence by the following lemma and the asymptotic arguments, we have

$G_0(z) = \sum_{w \in A^*} \widetilde{Li}(\phi(w); z)w$.

Here $\phi: A^* \to X^*$ is the bijection introduced in the above subsection.

**Lemma 3.1.** Let $G(z)$ be a $\mathbb{C}((\epsilon_0, \epsilon_1))$-valued function. If $G(z)$ is written as $G(z) = \sum_{w \in A^*} g(\phi(w); z)w$, then $G(z)$ is a solution of the KZ equation if and only if

\[
\begin{cases}
\frac{d}{dz} g(1; z) = 0, \\
\frac{d}{dz} g(x_i w; z) = \frac{1}{z - i} g(w; z), \quad \forall w \in X^*, i = 0, 1.
\end{cases}
\]

By using the transformation $z \to 1 - z$, one has

$G_1(z) = \sum_{w \in A^*} \widetilde{Li}(\sigma(\phi(w)); 1 - z)w,$

where $\sigma$ is the automorphism of the algebra $\mathfrak{h}$ determined by $\sigma(x_j) = x_{-j}$ for $j = 0, 1$.

By the representations of $G_0(z)$ and $G_1(z)$ via multiple polylogarithms, and the fact that multiple polylogarithms satisfy shuffle relations, it is easy to see that $G_0(z)$ and $G_1(z)$ are group-like elements with respect to the coproduct $\Delta$ of $\mathbb{C}((\epsilon_0, \epsilon_1))$ introduced in Section 1.

### 3.4. The multiple polylogarithms associated to $\Phi(\epsilon_0, \epsilon_1)$

We come to the proof of Theorem 1.8. Let $\Phi(\epsilon_0, \epsilon_1) \in \text{Shuffle}(\mathbb{C}) \subset \mathbb{C}[[A]]$. We define a linear map $\widetilde{Z}_\Phi: \mathfrak{h}^0 \to \mathbb{C}$ by $\widetilde{Z}_\Phi(1) = 1$ and

$\widetilde{Z}_\Phi(w) = (-1)^n \zeta(1, \ldots, k_n)$

for any word $w = x_1^{k_1-1} \cdots x_n^{k_n-1} x_1 \in \mathfrak{h}^0$ with $k_1 \geq 2$. Then as in [5], we have

$\Phi(\epsilon_0, \epsilon_1) = \sum_{w \in A^*} \widetilde{Z}_\Phi(\text{reg}_\mathfrak{h}^1(\phi(w)))w$.

**Definition 3.2.** For any $w \in \mathfrak{h}$, we define a formal series $\widetilde{Li}_\Phi(w; z) \in \mathbb{C}[[1 - z]][\log(1 - z)]$ by the following steps:

(i) Set $\widetilde{Li}_\Phi(1; z) = 1$.

(ii) For any word $w = x_1^{m_1} x_0^{k_1-1} \cdots x_0^{k_n-1} x_1 \in \mathfrak{h}^1$ with $m, n \geq 0$, $m + n > 0$ and $k_1 \geq 2$, we define

$\widetilde{Li}_\Phi(w; z) = (-1)^{n+m} \text{Li}_{w; \Phi}(z, - \log(1 - z))$, where $k = (1, \ldots, 1, k_1, \ldots, k_n)$ and $\text{Li}_{k; \Phi}(z, T)$ is defined as in [1, 8]. For any $w \in \mathfrak{h}^1$, $\widetilde{Li}_\Phi(w; z)$ is defined by linearly extending. We also define $\mathcal{P}^{(i)}_{w; \Phi}(T)$ such that

$\widetilde{Li}_\Phi(w; z) = \sum_{i=0}^{\infty} \mathcal{P}^{(i)}_{w; \Phi}(- \log(1 - z))(1 - z)^i$. 
(iii) For any \( w = \sum_{i=0}^{n} w_{i} \in \mathfrak{h} \) with \( w_{0}, w_{1}, \ldots, w_{n} \in \mathfrak{h}^{1} \), we define
\[
\bar{\text{Li}}_{\Phi}(w; z) = \sum_{i=0}^{n} \bar{\text{Li}}_{\Phi}(w_{i}; z)(\log z)^{i},
\]
where \( \log z = -\sum_{n=1}^{\infty} \frac{(1-z)^{n}}{n} \).

We call \( \bar{\text{Li}}_{\Phi}(w; z) (w \in \mathfrak{h}) \) the multiple polylogarithm associated to \( \Phi \) too.

Set
\[
G_{0}^{\Phi}(z) = \sum_{w \in A^{*}} \bar{\text{Li}}_{\Phi}(\phi(w); z) w \in \mathbb{C}[[1-z]][\log(1-z)][\langle e_{0}, e_{1} \rangle].
\]

It is obvious that \( G_{0}^{\Phi}(z) = G_{0}(z) \). To prove Theorem 1.3, it is enough to show the following theorem.

**Theorem 3.3.** For any \( \Phi(e_{0}, e_{1}) \in \text{Shuffle}(\mathbb{C}) \), \( G_{0}^{\Phi}(z) \) is group-like. In particular, we have
\[
\bar{\text{Li}}_{\Phi}(w_{1} III w_{2}; z) = \bar{\text{Li}}_{\Phi}(w_{1}; z) \bar{\text{Li}}_{\Phi}(w_{2}; z)
\]
for any \( w_{1}, w_{2} \in \mathfrak{h} \).

The above theorem is a direct consequence of the following proposition.

**Proposition 3.4.** For any \( \Phi(e_{0}, e_{1}) \in \text{Shuffle}(\mathbb{C}) \), we have
\[
G_{0}^{\Phi}(z) \Phi(e_{0}, e_{1})^{-1} = G_{1}(z).
\]

In the rest of the paper, we prove Proposition 3.4 by using the following two lemmas.

For any \( \sum_{i \geq 0} f_{i}(z)(\log(1-z))^{i} \in \mathbb{C}[[1-z]][\log(1-z)] \), we define its formal derivation as
\[
\frac{d}{dz} \sum_{i \geq 0} f_{i}(z)(\log(1-z))^{i} = \sum_{i \geq 0} \left\{ \frac{i}{z-1} f_{i}(z)(\log(1-z))^{i-1} + \frac{d f_{i}(z)}{dz} (\log(1-z))^{i} \right\}.
\]

So we can compute the usual derivation.

**Lemma 3.5.** For any \( w \in \mathfrak{h} \) and \( i = 0, 1 \), we have
\[
(3.2) \quad \frac{d}{dz} \bar{\text{Li}}_{\Phi}(x_{i}w; z) = \frac{1}{z-i} \bar{\text{Li}}_{\Phi}(w; z).
\]

**Proof.** We first prove that (3.2) holds for any word \( w \in \mathfrak{h}^{1} \). When \( w = 1 \), \( \bar{\text{Li}}_{\Phi}(x_{i}w; z) \) is \( \log z \) if \( i = 0 \) and \( -\log(1-z) \) if \( i = 1 \). So (3.2) is valid for \( w = 1 \).

When \( w \in \mathfrak{h}^{1} \) is a nonempty word, from the proof of Theorem 1.1 (especially (2.1) and (2.2)) and the definition of multiple polylogarithms associated to \( \Phi \), we get
\[
\bar{\text{Li}}_{\Phi}(x_{0}w; z) = \bar{Z}_{\Phi}(x_{0}w) - \int_{z}^{1} \frac{1}{1-t} \bar{\text{Li}}_{\Phi}(w; t) dt
\]
and
\[
\bar{\text{Li}}_{\Phi}(x_{1}w; z) = c_{w} - \int_{0}^{z} \frac{1}{1-t} \bar{\text{Li}}_{\Phi}(w; t) dt,
\]
where \( c_{w} \) is a constant number. Hence (3.2) holds for any word \( w \in \mathfrak{h}^{1} \) and then for any \( w \in \mathfrak{h} \).

Then as in [3], the equality (3.2) holds for all \( w \in \mathfrak{h} \). \( \square \)
For any $\sum_{i \geq 1, j \geq 0} a_{ij}(1 - z)^i (\log(1 - z))^j \in \mathbb{C}[[1 - z]][\log(1 - z)]$ with $a_{ij} \in \mathbb{C}$, we also define its formal limit

$$\lim_{z \to 1} \sum_{i \geq 1, j \geq 0} a_{ij}(1 - z)^i (\log(1 - z))^j = 0.$$  

Then for two elements $f, g \in \mathbb{C}[[1 - z]][\log(1 - z)]$, we denote

$$f \sim g, \ z \to 1$$

if

$$f - g = \sum_{i \geq 1, j \geq 0} a_{ij}(1 - z)^i (\log(1 - z))^j \in \mathbb{C}[[1 - z]][\log(1 - z)]$$

for some $a_{ij} \in \mathbb{C}$. Under this definition, as an element of $\mathbb{C}[[1 - z]][\log(1 - z)] \langle \langle e_0, e_1 \rangle \rangle$, the solution $G_1(z) = G_0(z)\Phi_{DR}(e_0, e_1)^{-1}$ of the KZ equation satisfies

$$G_1(z) \sim (1 - z)^{e_1} = \sum_{i=0}^{\infty} \frac{(\log(1 - z))^i}{i!} e_1^i, \ z \to 1.$$  

**Lemma 3.6.** There exists a unique element $G(z) \in \mathbb{C}[[1 - z]][\log(1 - z)] \langle \langle e_0, e_1 \rangle \rangle$ such that $G(z)$ is a formal solution of the KZ equation and satisfies

$$G(z) \sim (1 - z)^{e_1}, \ z \to 1.$$  

**Proof.** Since $G_1(z)$ is such a formal solution, it is sufficient to show the uniqueness.

Assume that $G(z) \in \mathbb{C}[[1 - z]][\log(1 - z)] \langle \langle e_0, e_1 \rangle \rangle$ is a formal solution of the KZ equation with

$$G(z) \sim (1 - z)^{e_1}, \ z \to 1.$$  

Then $G(z)$ has the form

$$G(z) = (1 - z)^{e_1} + \sum_{w \in A^*} w g(\phi(w); z) w$$

with

$$g(\phi(w); z) = \sum_{i \geq 1, j \geq 0} a_{ij}^{\phi(w)}(1 - z)^i (\log(1 - z))^j,$$

where $a_{ij}^{\phi(w)} \in \mathbb{C}$. By Lemma 3.3 we have

$$\begin{cases} \frac{d}{dz} g(1; z) = 0, \\ \frac{d}{dz} g(x_i w; z) = \frac{1}{z - x_i} g(w; z), \ \forall w \in X^*, \ i = 0, 1, \end{cases}$$

where for $w \in X^*$, we have

$$\tilde{g}(w; z) = \begin{cases} g(w; z)^{n!}; & \text{if } w \neq x_1^n, n = 0, 1, 2, \ldots, \\ \frac{\log(1 - z)^n}{n!} + g(w; z); & \text{if } w = x_1^n, n = 0, 1, 2, \ldots. \end{cases}$$

From this, we get

(a) $\frac{d}{dz} g(1; z) = 0,$
(b) $\frac{d}{dz} g(x_i w; z) = \frac{1}{z - x_i} g(w; z), \ w \in X^*, w \neq x_1^n, n = 0, 1, \ldots,$
(c) $\frac{d}{dz} g(x_1 w; z) = \frac{1}{z - x_1} g(w; z), \ w = x_1^n, n = 0, 1, \ldots,$
(d) $\frac{d}{dz} g(x_0 w; z) = \frac{1}{z} g(w; z) + \frac{\log(1 - z)^n}{z n!}, \ w = x_1^n, n = 0, 1, \ldots.$
Now we have
\[
\frac{d}{dz} g(w; z) = - \sum_{k,l \geq 0} ((k+1)a_{k+1,l}^w + (l+1)a_{k+1,l+1}^w)(1-z)^k(\log(1-z))^l.
\]

Then (a) implies that
\[
(k+1)a_{k+1,l}^1 + (l+1)a_{k+1,l+1}^1 = 0, \quad \forall k, l \geq 0.
\]

Since there is some \( N > 0 \) such that \( a_{kl}^w = 0 \) for all \( k \geq 1 \) and \( l \geq N \), we get \( a_{kl}^1 = 0 \) for all \( k \geq 1 \) and \( l \geq 0 \), which implies that \( g(1; z) = 0 \). Similarly, with the help of the formula \( \frac{1}{z} = \sum_{k \geq 0} (1-z)^k \), (b), (c), and (d) yield that
- \( ka_{kl}^w + (l+1)a_{k+1,l}^w = a_{kl}^w \), \( w \in X^*, k \geq 1, l \geq 0 \),
- \(-(k+1)a_{k+1,l}^w - (l+1)a_{k+1,l+1}^w = a_{kl}^w + a_{kl+1}^w + \cdots + a_{kl}^w \), \( w \in X^*, k, l \geq 0 \),
- \( -a_{kl}^w - (l+1)a_{k+1,l+1}^w = a_{kl}^w + a_{kl+1}^w + \cdots + a_{kl}^w \), \( k, l \geq 0 \).

Using these recursion relations, the fact that for any \( w \in X^* \) there is some \( N > 0 \) such that \( a_{kl}^w = 0 \) for any \( k \geq 1, l \geq N \), and the initial condition \( a_{kl}^1 = 0 \) for any \( k \geq 1, l \geq 0 \), we see that \( g(w; z) \) is uniquely determined. \( \square \)

Now we prove Proposition 3.4. By Lemma 3.1 and Lemma 3.5, \( G_0(\omega; z) \) is a formal solution of the KZ equation, so is \( G_0(\omega; z)\Phi(e_0, e_1)^{-1} \). Then by Lemma 3.6, it is sufficient to show that \( G_0(\omega; z)\Phi(e_0, e_1)^{-1} \) has the same asymptotic behavior as \( G_1(z) \) when \( z \to 1 \).

By the definition of \( G_0(\omega; z) \), we have
\[
G_0(\omega; z) = \left( \sum_{w \in A^*} \tilde{L}_\omega(\reg_{\Phi}(\omega; z); w)z \right) \sum_{w \in A^*} \tilde{L}_\omega(\reg_{\Phi}(\omega; z); w)z, z \to 1,
\]
where
\[
\tilde{L}_\omega(\reg_{\Phi}(\omega; z); z) \approx \tilde{P}_{\reg_{\Phi}(\omega; z)}(\Phi(-\log(1-z)), z \to 1.
\]

Using the facts that \( \tilde{P}_{\reg_{\Phi}(\omega; z)}(\Phi(T) \approx \text{shuffle regularization for multiple zeta values associated to } \Phi \) as in (1.1) and \( \reg_{\Phi} \circ \reg_{\Phi} = \reg_{\Phi} \), we have
\[
G_0(\omega; z)\Phi(e_0, e_1)^{-1} \approx (1-z)^{\epsilon_1} \left( \sum_{w \in A^*} \tilde{Z}_\omega(\reg_{\Phi}(\omega; z); w) \right)\Phi(e_0, e_1)^{-1}, z \to 1.
\]

Hence we get \( G_0(\omega; z)\Phi(e_0, e_1)^{-1} \approx (1-z)^{\epsilon_1} \) when \( z \to 1 \). \( \square \)
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