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Abstract. Suppose that $X$ is a Banach space, $(a_{ij})$ is a regular method of summability and $(x_s)_{s \in S}$ is a bounded sequence in $X$ indexed by the dyadic tree $S$. We prove that there exists a subtree $S' \subseteq S$ such that: either (a) for any chain $\beta$ of $S'$ the sequence $(x_s)_{s \in \beta}$ is summable with respect to $(a_{ij})$ or (b) for any chain $\beta$ of $S'$ the sequence $(x_s)_{s \in \beta}$ is not summable with respect to $(a_{ij})$. Moreover, in case (a) we prove the existence of a subtree $T \subseteq S'$ such that if $\beta$ is any chain of $T$ then all the subsequences of $(x_s)_{s \in \beta}$ are summable to the same limit. In case (b), provided that $(a_{ij})$ is the Cesàro method of summability and that for any chain $\beta$ of $S'$ the sequence $(x_s)_{s \in \beta}$ is weakly null, we prove the existence of a subtree $T \subseteq S'$ such that for any chain $\beta$ of $T$ any spreading model for the sequence $(x_s)_{s \in \beta}$ has a basis equivalent to the usual $l_1$-basis. Finally, we generalize the theory of spreading models to tree-sequences. This also allows us to improve the result of case (b).

1. Introduction

An infinite matrix $(a_{ij})_{i,j \in \mathbb{N}}$ of real numbers is called a regular method of summability if, given a sequence $(x_i)_{i \in \mathbb{N}}$ of elements of a Banach space $X$ converging to $x \in X$, the sequence $(x'_i)$, where $x'_i = \sum_{j=1}^{\infty} a_{ij} x_j$, is well-defined and also converges to $x$. A sequence $(x_i)$ in a Banach space is called summable with respect to $(a_{ij})$ if the sequence $(x'_i)$ is well-defined and converges. The following proposition characterizes the regular methods of summability (see [3]).

Proposition 1.1. An infinite matrix $(a_{ij})$ is a regular method of summability if and only if the following conditions hold:

1. $\sup_{i,j} \sum_{j=1}^{\infty} |a_{ij}| < \infty$,
2. $\lim_{i \to \infty} a_{ij} = 0$ for every $j$ and
3. $\lim_{i \to \infty} \sum_{j=1}^{\infty} a_{ij} = 1$.

The following theorem, concerning summability of bounded sequences in Banach spaces, is due to P. Erdős and M. Magidor [4]. Its proof is based on the Galvin-Prikry theorem in [5] (see also [9]).

Theorem 1.1. Suppose that $X$ is a Banach space, $(a_{ij})$ is a regular method of summability and $(x_i)$ is a bounded sequence in $X$. Then there exists a subsequence $(y_i)$ of $(x_i)$ such that: either
(1) all subsequences of \((y_i)\) are summable to a common limit with respect to \(\langle a_{ij} \rangle\) or
(2) no subsequence of \((y_i)\) is summable with respect to \(\langle a_{ij} \rangle\).

Moreover, under some additional hypotheses, H. P. Rosenthal \([7]\) proved the following result, concerning the second case of the previous theorem.

**Theorem 1.2.** Let \(\langle a_{ij} \rangle\) be the Cesàro method of summability and let \((x_i)\) be a weakly null sequence. Suppose that no subsequence of \((x_i)\) is summable with respect to \(\langle a_{ij} \rangle\). Then there are a subsequence \((y_i)\) of \((x_i)\) and a \(\delta > 0\) such that for any \(k \in \mathbb{N}\), any \(k \leq n_1 < n_2 < \ldots < n_{2^k}\) and any scalars \(c_1, c_2, \ldots, c_{2^k}\),

\[
\left\| \sum_{i=1}^{2^k} c_i y_{n_i} \right\| \geq \delta \sum_{i=1}^{2^k} |c_i|.
\]

Throughout this paper \(S\) denotes the standard dyadic tree, that is, the set of all finite sequences in \(\{0,1\}^n\), including the empty sequence denoted by \(\emptyset\). Elements \(s \in S\) are called nodes. If \(s\) is a node and \(s \in \{0,1\}^n\), we say that \(s\) is on the \(n\)-th level of \(S\). We denote the level of a node \(s\) by \(\text{lev}(s)\). The initial segment partial ordering on \(S\) is denoted by \(\leq\) and we write \(s < s'\) if \(s \leq s'\) and \(s \neq s'\). If \(s \leq s'\), we say that \(s'\) is a follower of \(s\), while if \(s, s'\) are nodes such that neither \(s \leq s'\) nor \(s' \leq s\), then \(s\) and \(s'\) are called noncomparable.

A partially ordered set \(T\) is called a dyadic tree if it is order isomorphic to \((S, \leq)\). Thus a subtree of \(S\) is any subset \(S'\) of \(S\) which has a single minimal element and any element of \(S'\) has exactly two immediate successors. In the following, by a tree we shall mean a dyadic tree. If \(T\) is a tree, a chain of \(T\) is an infinite linearly ordered subset of \(T\). The set of all chains of \(T\) is denoted by \(\mathcal{C}(T)\).

The set \(\mathcal{C}(T)\) is endowed with the relative topology of the product topology of \(\mathcal{P}(T)\). A subbasis of this topology consists of the sets \(U(t) = \{\beta \in \mathcal{C}(T) \mid t \in \beta\}\) and \(V(t) = \{\beta \in \mathcal{C}(T) \mid t \notin \beta\}\) when \(t\) varies over the elements of \(T\). Clearly the sets \(U(t), V(t)\) are open and closed. It is also known (see \([3]\)) that \(\mathcal{C}(T)\) is a \(G_\delta\) subset of \(\mathcal{P}(T)\). Therefore \(\mathcal{C}(T)\) is a Polish space (see \([6]\)).

Considering on \(\mathcal{C}(T)\) the topology described above, J. Stern \([3]\) proved the following Ramsey-type theorem for the dyadic tree.

**Theorem 1.3.** Let \(T\) be a tree and let \(\mathcal{A} \subset \mathcal{C}(T)\) be an analytic set of chains. There exists a subtree \(T'\) of \(T\) such that either \(\mathcal{C}(T') \subset \mathcal{A}\) or \(\mathcal{C}(T') \cap \mathcal{A} = \emptyset\).

In the present paper we consider bounded sequences \((x_s)_{s \in S}\) of elements of a Banach space indexed by \(S\). Using Stern’s theorem instead of the Galvin-Prikry theorem, we study the summability of the sequences \((x_s)_{s \in \beta}\) for \(\beta \in \mathcal{C}(S)\). In this direction, we prove the following dichotomy result.

**Theorem 1.4.** Suppose that \(X\) is a Banach space, \(\langle a_{ij} \rangle\) is a regular method of summability and \((x_s)_{s \in S}\) is a bounded sequence of elements in \(X\). There exists a subtree \(S'\) of \(S\) such that: either

1. for any chain \(\beta \in \mathcal{C}(S')\), the sequence \((x_s)_{s \in \beta}\) is summable with respect to \(\langle a_{ij} \rangle\) or
2. for no chain \(\beta \in \mathcal{C}(S')\), the sequence \((x_s)_{s \in \beta}\) is summable with respect to \(\langle a_{ij} \rangle\).
In Section 3 we assume that the first case happens and we prove the existence of a subtree $T$ of $S'$ such that if $\beta$ is any (maximal) chain of $T$, then all the subsequences of $(x_s)_{s \in \beta}$ are summable to the same limit. Moreover, it is proved that for any $\epsilon > 0$ we can find a subset $B \subset X$ with $\text{diam}(B) \leq \epsilon$ and a further subtree such that for every chain $\beta$ the sequence $(x_s)_{s \in \beta}$ is summable to a point of the set $B$.

In Section 4 we assume that the second case of Theorem 1.4 happens. Furthermore, we suppose that $(a_{ij})$ is the Cesàro method of summability and that for any chain $\beta$ of $S'$ the sequence $(x_s)_{s \in \beta}$ is weakly null. Then we prove the counterpart of Rosenthal’s theorem. There are a subtree $T$ of $S'$ and a $\delta > 0$ with the following property: for any chain $\beta = \{s_1 < s_2 < \ldots \}$ of $T$, any $k \in \mathbb{N}$ and $k \leq n_1 < n_2 < \ldots < n_{2^k}$ and any scalars $c_1, c_2, \ldots, c_{2^k}$,

$$\left\| \sum_{i=1}^{2^k} c_i x_{s_{n_i}} \right\| \geq \delta \sum_{i=1}^{2^k} |c_i|.$$  

As a corollary, we obtain that for any chain $\beta$ of $T$, any spreading model for the sequence $(x_s)_{s \in \beta}$ has a basis equivalent to the usual $l_1$-basis.

Finally, in Section 5 we generalize the theory of spreading models to tree-sequences. More precisely, we assume that $(x_s)_{s \in S}$ is a normalized sequence and $(\epsilon_i)$ is a sequence of positive real numbers converging to 0. Then we find a subtree $T$ of $S$ such that for any chain $\beta = \{s_1 < s_2 < \ldots \}$ of $T$, any $k \in \mathbb{N}$, any $(a_{ij})_{i=1}^{2^k} \subset [-1, 1]$, any $k \leq n_1 < \ldots < n_{2^k}$ and any $k \leq m_1 < \ldots < m_{2^k}$,

$$\left\| \sum_{i=1}^{2^k} a_{ij} x_{s_{n_i}} \right\| - \left\| \sum_{i=1}^{2^k} a_{ij} x_{s_{n_i}} \right\| \leq \epsilon_k.$$  

This result also allows us to improve the corollary of Section 4.

2. The main dichotomy

This section is devoted to the proof of Theorem 1.4. First, we state the following lemma, whose proof is straightforward.

**Lemma 2.1.** Let $(x_s)_{s \in S}$ be a bounded sequence in the Banach space $X$. For every $i \in \mathbb{N}$ we define the function $f_i : C(S) \to X$ by

$$\beta = \{s_1 < s_2 < \ldots \} \mapsto f_i(\beta) = \sum_{j=1}^{\infty} a_{ij} x_{s_j}.$$  

Then $f_i$ is continuous.

**Proof of Theorem 1.4.** Consider the set

$$A = \{ \beta \in C(S) \mid (x_s)_{s \in \beta} \text{ is summable with respect to } (a_{ij}) \}.$$  

**Claim.** The set $A$ is a Borel subset of $C(S)$.

Indeed, observe that

$$\beta = \{s_1 < s_2 < \ldots \} \in A \iff (x_s)_{s \in \beta} \text{ is summable with respect to } (a_{ij})$$  

$$\iff \text{the sequence } (y_i), \ y_i = \sum_{j=1}^{\infty} a_{ij} x_{s_j} \text{, converges in } X$$  

$$\iff (y_i) \text{ is a Cauchy sequence}$$  

$$\iff (\forall q \in \mathbb{Q}^+ \exists i_0 \in \mathbb{N}) \left( (\forall n, m \geq i_0) \left( \| y_n - y_m \| < q \right) \right).$$
Therefore,

\[ A = \bigcap_{q \in \mathbb{Q}^+} \bigcup_{i_0 \in \mathbb{N}} \bigcap_{n,m \geq i_0} D_{q,n,m}, \]

where

\[ D_{q,n,m} = \{ \beta = (s_1 < s_2 < \ldots) \in C(S) \mid \left\| \sum_{j=1}^{\infty} a_{nj} x_{s_j} - \sum_{j=1}^{\infty} a_{mj} x_{s_j} \right\| < q \}. \]

By Lemma 2.1 the set \( D_{q,n,m} \) is open, being the inverse image of the open ball \( \{ x \in X \mid \|x\| < q \} \) in \( X \) by the continuous function \( f_n - f_m \) (here \( f_n \) and \( f_m \) are as in Lemma 2.1). Hence the set \( A \) is Borel.

By Stern’s theorem, there is a subtree \( S' \) of \( S \) such that either \( C(S') \subset A \) or \( C(S') \cap A = \emptyset \). That is, either:

1. for any chain \( \beta \) of \( S' \), the sequence \( (x_s)_{s \in \beta} \) is summable with respect to \( \langle a_{ij} \rangle \) or
2. for no chain \( \beta \) of \( S' \), the sequence \( (x_s)_{s \in \beta} \) is summable with respect to \( \langle a_{ij} \rangle \).

\[ \square \]

3. The case where all the sequences \( (x_s)_{s \in \beta} \) are summable

In this section we assume that the first case of Theorem 1.4 happens. Then we find further subtrees \( T \) such that the limits to which the sequences \( (x_s)_{s \in \beta}, \beta \in C(T) \), are summable have some nice properties. The first result in this direction is the following.

**Theorem 3.1.** Let \( (x_s)_{s \in S} \) be a bounded sequence in the Banach space \( X \) and \( \langle a_{ij} \rangle \) be a regular method of summability. We assume that for each chain \( \beta \in C(S) \) the sequence \( (x_s)_{s \in \beta} \) is summable with respect to \( \langle a_{ij} \rangle \). Then there is a subtree \( T \) of \( S \) such that if \( \beta \) is any chain of \( T \), then for each subchain \( \alpha \subset \beta \) the sequences \( (x_s)_{s \in \alpha}, (x_s)_{s \in \beta} \) are summable to the same limit.

**Proof.** Consider the following subset of \( C(S) \):

\[ F = \{ \beta \in C(S) \mid \text{for each } \alpha \in C(S) \text{ with } \alpha \subset \beta, \text{ the sequences } (x_s)_{s \in \alpha}, (x_s)_{s \in \beta} \text{ are summable to the same limit} \}. \]

**Claim.** The set \( F \) is coanalytic.

In particular, we prove that the complement of \( F \), that is, the set \( \{ \beta \in C(S) \mid \text{there is } \alpha \in C(S), \alpha \subset \beta, \text{ such that the sequences } (x_s)_{s \in \alpha}, (x_s)_{s \in \beta} \text{ are not summable to the same limit} \}, \) is analytic.

As mentioned in the introduction, \( C(S) \) is a Polish space. We now consider the space \( C(S) \times C(S) \), endowed with the product topology, and the following subset:

\[ A = \{ (\beta, \alpha) \in C(S) \times C(S) \mid \alpha \subset \beta \text{ and the sequences } (x_s)_{s \in \alpha}, (x_s)_{s \in \beta} \text{ are not summable to the same limit} \}. \]

Clearly,

\[ A = A_1 \cap A_2, \]

where

\[ A_1 = \{ (\beta, \alpha) \in C(S) \times C(S) \mid \alpha \subset \beta \}, \]

\[ A_2 = \{ (\beta, \alpha) \in C(S) \times C(S) \mid (x_s)_{s \in \alpha}, (x_s)_{s \in \beta} \text{ are not summable to the same limit} \}. \]
First, we observe that $A_1$ is a closed set. Indeed, it is enough to write down the following characterization of the set $A_1$:

$$(\beta, \alpha) \in A_1 \iff \alpha \subset \beta \iff (\forall s \in S)[s \in \alpha \Rightarrow s \in \beta].$$

Next, we argue that the set $A_2$ is Borel. Indeed, we have:

$$(\beta, \alpha) \in A_2 \iff (x_s)_{s \in \alpha}, (x_s)_{s \in \beta} \text{ are not summable to the same limit} \iff (\exists q \in \mathbb{Q}^+ \exists i_0 \in \mathbb{N}) \left[ (\forall i \geq i_0)(\left\| \sum_{j=1}^{\infty} a_{ij}x_{t_j} - \sum_{j=1}^{\infty} a_{ij}x_{s_j} \right\| > q) \right],$$

where $\alpha = \{t_1 < t_2 < \ldots\}$, $\beta = \{s_1 < s_2 < \ldots\}$. Therefore,

$$A_2 = \bigcup_{q \in \mathbb{Q}^+} \bigcup_{i_0 \in \mathbb{N}} \bigcap_{i \geq i_0} G_{q,i},$$

where

$$G_{q,i} = \{(\beta, \alpha) \in \mathcal{C}(S) \times \mathcal{C}(S) \mid \left\| \sum_{j=1}^{\infty} a_{ij}x_{t_j} - \sum_{j=1}^{\infty} a_{ij}x_{s_j} \right\| > q\}.$$  

The set $G_{q,i}$ is open, being the inverse image of the open set $\{x \in X \mid \|x\| > q\}$ by the continuous function $\mathcal{C}(S) \times \mathcal{C}(S) \to X$ with $(\beta, \alpha) \mapsto f_i(\beta) - f_i(\alpha)$. Hence, the set $A_2$ is Borel.

Therefore, the set $\mathcal{A} = A_1 \cap A_2$ is a Borel subset of $\mathcal{C}(S) \times \mathcal{C}(S)$. To complete the proof of the claim, we consider the projection $\mathcal{C}(S) \times \mathcal{C}(S) \to \mathcal{C}(S)$ with $(\beta, \alpha) \mapsto \beta$ and observe that the image of the Borel set $\mathcal{A}$ by this projection is exactly the set $\mathcal{C}(S) \setminus \mathcal{F}$. Consequently, the set $\mathcal{C}(S) \setminus \mathcal{F}$ is analytic.

We now apply Theorem 13. Since $\mathcal{F}$ is coanalytic, we find a subtree $T$ of $S$ such that either $\mathcal{C}(T) \subset \mathcal{F}$ or $\mathcal{C}(T) \cap \mathcal{F} = \emptyset$. That is, one of the following possibilities holds:

1. for any chain $\beta \in \mathcal{C}(T)$ and for any subchain $\alpha \subset \beta$, the sequences $(x_s)_{s \in \beta}$, $(x_s)_{s \in \alpha}$ are summable to the same limit;
2. for any chain $\beta \in \mathcal{C}(T)$ there is a subchain $\alpha \subset \beta$ such that $(x_s)_{s \in \beta}$, $(x_s)_{s \in \alpha}$ are not summable to the same limit.

Thus, what we need is to exclude the second possibility. Assume it happens and let $\beta$ be any chain of $T$. Applying the Erdős-Magidor theorem, we find a subchain $\beta' \subset \beta$ such that all the subsequences of $(x_s)_{s \in \beta'}$ are summable to the same limit. Therefore, $\beta'$ is a chain of $T$ which does not satisfy condition (2). Thus, we have reached a contradiction. \qed

In general, it is not possible to find a subtree $T$ of $S$ and an element $x \in X$ such that for each chain $\beta$ of $T$ the sequence $(x_s)_{s \in \beta}$ is summable to $x$. However, we can find a subtree $B \subset X$ with small diameter and a subtree $T$ such that each sequence $(x_s)_{s \in \beta}$, $\beta \in \mathcal{C}(T)$, is summable to a limit which lies in $B$. This is the content of our next theorem.

**Theorem 3.2.** Let $(x_s)_{s \in S}$ and $(a_{ij})$ be as in the previous theorem and let $\epsilon > 0$ be given. Then there are a subset $B$ of $X$ with $\text{diam}(B) \leq \epsilon$ and a subtree $T \subset S$ such that for any chain $\beta$ of $T$, the sequence $(x_s)_{s \in \beta}$ is summable to some point of the set $B$.

For the proof we need the following lemma.
Lemma 3.3. Let \((z_j)\) be a bounded sequence in the Banach space \(X\) which is summable to \(z\) with respect to \((a_{ij})\) and let \(v_1, \ldots, v_N \in X\). Then the sequence \((v_1, \ldots, v_N, z_{N+1}, z_{N+2}, \ldots)\) is also summable to \(z\) with respect to \((a_{ij})\).

Proof of Theorem 3.2. Let \(Y = \overline{\text{span}}\{x_s \mid s \in S\}\) be the closed linear span of \((x_s)_{s \in S}\). Then \(Y\) is a separable Banach space and for any chain \(\beta\) the sequence \((x_s)_{s \in \beta}\) is summable to a limit which lies in \(Y\). Choose a countable cover \(\{B_n \mid n \in \mathbb{N}\}\) of \(Y\) consisting of open balls of radius \(\epsilon/2\). Consider the following subset of \(C(S)\):

\[
A = \{\beta \in C(S) \mid (x_s)_{s \in \beta} \text{ is summable to some point of the ball } B_1\}.
\]

Claim. \(A\) is a Borel subset of \(C(S)\).

Indeed, we have

\[
\beta = \{s_1 < s_2 < \ldots\} \in A \iff (x_s)_{s \in \beta} \text{ is summable to some point of the ball } B_1
\]

\[
\iff \text{the limit of } (y_i), y_i = \sum_{j=1}^{\infty} a_{ij} x_{s_j}, \text{ belongs to } B_1
\]

\[
\iff (\exists q \in \mathbb{Q}^+ \exists l \in \mathbb{N})(\forall i \geq l) \left( \left\| \sum_{j=1}^{\infty} a_{ij} x_{s_j} - z \right\| < \frac{\epsilon}{2} - q \right),
\]

where \(z\) is the center of the ball \(B_1\). Therefore,

\[
A = \bigcup_{q \in \mathbb{Q}^+} \bigcup_{l \in \mathbb{N}, l \geq 1} D_{q,i},
\]

where

\[
D_{q,i} = \{\beta = \{s_1 < s_2 < \ldots\} \in C(S) \mid \left\| \sum_{j=1}^{\infty} a_{ij} x_{s_j} - z \right\| < \frac{\epsilon}{2} - q \}.
\]

By Lemma 2.1, the set \(D_{q,i}\) is open, being the inverse image of the open ball \(\{x \in X \mid \|x - z\| < \frac{\epsilon}{2} - q\}\) by the continuous function \(f_i\). Hence, the set \(A\) is Borel. Applying Stern’s theorem, we find a subtree \(S_1\) of \(S\) such that either \(C(S_1) \subset A\) or \(C(S_1) \cap A = \emptyset\). That is, one of the following conditions holds:

(a) for any chain \(\beta\) of \(S_1\), the sequence \((x_s)_{s \in \beta}\) is summable to a point in the ball \(B_1\);

(b) for any chain \(\beta\) of \(S_1\), the sequence \((x_s)_{s \in \beta}\) is summable to a point outside the ball \(B_1\).

Repeating the same argument, we find a sequence \(S \supset S_1 \supset S_2 \supset \ldots\) of subtrees of \(S\) such that for each \(k\) exactly one of the following holds:

(1) for any chain \(\beta\) of \(S_k\), \((x_s)_{s \in \beta}\) is summable to a point of the ball \(B_k\);

(2) for any chain \(\beta\) of \(S_k\), \((x_s)_{s \in \beta}\) is summable to a point outside the ball \(B_k\).

Let \(s_k\) denote the minimal element of the subtree \(S_k\). Then we have \(s_1 \leq s_2 \leq s_3 \leq \ldots\). Without loss of generality, we can assume that for each \(k\) there are \(\tilde{N}_k > k\) and elements \(s_{k,1}, s_{k,2}, \ldots, s_{k,\tilde{N}_k}\) of \(S_k\) such that

\[
s_k = s_{k,1} < s_{k,2} < \ldots < s_{k,\tilde{N}_k} = s_{k+1}.
\]

Claim. There is \(k_1 \in \mathbb{N}\) such that condition (1) holds for \(S_{k_1}\).
Indeed, let us suppose that for all \( k \), condition (2) holds for \( S_k \), that is, for any chain \( \beta \) of \( S_k \) the sequence \( (x_s)_{s \in \beta} \) is summable to a point outside the ball \( B_k \). Consider the chain \( \beta = \{ s_1 < s_2 < \ldots \} \). Then the sequence \( (x_{s_k})_{k \in \mathbb{N}} \) is summable, say to \( y \in Y \). By Lemma 3.3 the sequence
\[
(x_{s_{k,1}}, \ldots, x_{s_{k,k}}, x_{s_{k+1}}, x_{s_{k+2}} \ldots)
\]
is also summable to \( y \). Since \( \{ s_{k,1} < \ldots < s_{k,k} < s_{k+1} < s_{k+2} < \ldots \} \) is a chain of \( S_k \), we obtain that \( y \notin B_k \). Since this happens for all \( k \), we have reached a contradiction.

Therefore, there exists \( k_1 \in \mathbb{N} \) such that for any chain \( \beta \) of \( S_{k_1} \), the sequence \( (x_s)_{s \in \beta} \) is summable to a point of the ball \( B_{k_1} \). The choices \( B = B_{k_1} \) and \( T = S_{k_1} \) complete the proof.

Remark. We can prove Theorem 3.1 by repeating the argument used in Theorem 3.2. This proof has the advantage of using Borel sets instead of analytic. In the following we shall outline this proof.

The desired subtree \( T \) is constructed inductively. We will indicate the first steps. By Theorem 3.2 there are a subset \( B_0 \) of \( X \) with diam\( B_0 \leq 1 \) and a subtree \( T_0 \subset S \) such that for any chain \( \beta \) of \( T_0 \), the sequence \( (x_s)_{s \in \beta} \) is summable to some point of the set \( B_0 \). Let \( t_0 \) be the minimum element of \( T_0 \) and let \( t_0, t_1 \) be the nodes belonging to the first level of \( T_0 \). Then, \( t_0 \) is the minimum node of \( T \) and \( t_0, t_1 \) complete the first level of \( T \).

Now consider a countable cover of the set \( B_0 \), consisting of open balls in \( B_0 \) of radius 1/3. Moreover, let \( T_0 \) be the subtree of \( T_0 \) which contains the node \( t_0 \) and all its followers in the tree \( T_0 \). Repeat the proof of Theorem 3.2 to the sequence \( (x_s)_{s \in T_0} \) to obtain a subset \( B_0 \) of \( B_0 \) with diam\( B_0 \) \leq 2/3 \) and a subtree \( T_0 \subset T_0 \subset T_0 \) such that, for any chain \( \beta \) of \( T_0 \), the sequence \( (x_s)_{s \in \beta} \) is summable to some point of the set \( B_0 \). Let \( t_{(0,0)}, t_{(1,1)} \) be noncomparable nodes placed on the second at least level of \( T_0 \). This choice allows us to use Lemma 3.3. The nodes \( t_{(0,0)}, t_{(1,1)} \) are the immediate successors of \( t_0 \) in \( T \).

We inductively construct a subtree \( T = \{ t_s \mid s \in S \} \) of \( S \) and a sequence \( (B_s)_{s \in S} \) of subsets of \( X \), such that the following properties hold:

(i) if \( s \leq s' \), then \( B_s \supset B_{s'} \);

(ii) \( \text{diam}(B_0) \leq 1 \) and if \( \text{lev}(s) = n \), then \( \text{diam}(B_s) \leq 2/(n + 1) \);

(iii) if \( \beta \) is any chain of \( S \), then the sequence \( (x_{t_s})_{s \in \beta} \) is summable to some point of \( \bigcap_{s \in \beta} B_s \) (by the construction and Lemma 3.3).

Clearly, for any chain \( \beta \in \mathcal{C}(S) \), \( \text{diam}(\bigcap_{s \in \beta} B_s) = 0 \); that is, the set \( \bigcap_{s \in \beta} B_s \) is a singleton. Consequently, if \( \alpha, \beta \) are chains of \( S \) and \( \alpha \subset \beta \), then \( \bigcap_{s \in \alpha} B_s = \bigcap_{s \in \beta} B_s \) and the sequences \( (x_{t_s})_{s \in \alpha}, (x_{t_s})_{s \in \beta} \) are summable to the same limit. Thus, the subtree \( T \) has the desired property.

4. The case where no sequence \( (x_s)_{s \in \beta} \) is summable

In this section we assume that the second case of Theorem 1.4 happens. Then we prove the following theorem, which is the counterpart of Theorem 1.2.

**Theorem 4.1.** Let \( (x_s)_{s \in S} \) be a bounded sequence in the Banach space \( X \). Suppose that for any chain \( \beta \) of \( S \) the sequence \( (x_s)_{s \in \beta} \) is weakly null and it is not Cesàro summable. Then there exist a subtree \( T \) of \( S \) and a \( \delta > 0 \) such that for any chain
$\beta = \{ s_1 < s_2 < \ldots \}$ of $T$, any $k \in \mathbb{N}$ and $k \leq n_1 < n_2 < \ldots < n_{2k}$ and any scalars $c_1, c_2, \ldots, c_{2k}$,
\[
\left\| \sum_{i=1}^{2^k} c_i x_{s_i} \right\| \geq \delta \left\| \sum_{i=1}^{2^k} |c_i| \right\|.
\]

Proof. Consider the set $A$ of all chains $\beta = \{ s_1 < s_2 < \ldots \} \in \mathcal{C}(S)$ which satisfy the following property: there is a $\delta > 0$ such that for any $k \in \mathbb{N}$, any $k \leq n_1 < n_2 < \ldots < n_{2k}$ and any scalars $c_1, c_2, \ldots, c_{2k}$, $\left\| \sum_{i=1}^{2^k} c_i x_{s_i} \right\| \geq \delta \sum_{i=1}^{2^k} |c_i|$.

For each $k \in \mathbb{N}$ let us denote
\[
\mathcal{Q}^{(k)} = \{ B \subset Q \mid \text{card}(B) = 2^k \},
\]
\[
\mathcal{N}^{(k)} = \{ A \subset \mathbb{N} \mid \text{card}(A) = 2^k \text{ and } k \leq \min A \}.
\]

Clearly, the sets $\mathcal{Q}^{(k)}, \mathcal{N}^{(k)}$ are countable.

Claim. The set $A$ is a Borel subset of $\mathcal{C}(S)$.

Indeed, observe that $\beta = \{ s_1 < s_2 < \ldots \} \in A$ if and only if there is a $\delta > 0$ such that for any $k \in \mathbb{N}$, any $k \leq n_1 < n_2 < \ldots < n_{2k}$ and any scalars $c_1, c_2, \ldots, c_{2k}$, $\left\| \sum_{i=1}^{2^k} c_i x_{s_i} \right\| \geq \delta \sum_{i=1}^{2^k} |c_i|$. If there is a $q \in \mathbb{Q}^+$ such that for any $k \in \mathbb{N}$, any $A = \{ n_1 < \ldots < n_{2k} \} \in \mathcal{N}^{(k)}$ and any $B = \{ c_1, \ldots, c_{2k} \} \in \mathcal{Q}^{(k)}$, $\left\| \sum_{i=1}^{2^k} c_i x_{s_i} \right\| \geq q \sum_{i=1}^{2^k} |c_i|$. Therefore,
\[
A = \bigcup_{q \in \mathbb{Q}^+} \bigcap_{k \in \mathbb{N}} \bigcap_{A \in \mathcal{N}^{(k)}} \bigcap_{B \in \mathcal{Q}^{(k)}} \mathcal{D}_{q,k,A,B},
\]
where, if $A = \{ n_1 < n_2 < \ldots < n_{2k} \}$ and $B = \{ c_1, c_2, \ldots, c_{2k} \}$,
\[
\mathcal{D}_{q,k,A,B} = \{ \beta = \{ s_1 < s_2 < \ldots \} \in \mathcal{C}(S) \mid \left\| \sum_{i=1}^{2^k} c_i x_{s_i} \right\| \geq q \sum_{i=1}^{2^k} |c_i| \}.
\]

Next we argue that $\mathcal{D}_{q,k,A,B}$ is an open subset of $\mathcal{C}(S)$. Let $\beta = \{ s_1 < s_2 < \ldots \}$ belong to $\mathcal{D}_{q,k,A,B}$. We set
\[
U = \{ \gamma = \{ t_1 < t_2 < \ldots \} \in \mathcal{C}(S) \mid t_j = s_j \text{ for } j = n_1, \ldots, n_{2k} \}.
\]

Clearly, $U$ is an open neighborhood of $\beta$ in $\mathcal{C}(S)$. Moreover, for each $\gamma$ in $U$ we have
\[
\left\| \sum_{i=1}^{2^k} c_i x_{s_i} \right\| = \left\| \sum_{i=1}^{2^k} c_i x_{t_i} \right\| \geq \delta \sum_{i=1}^{2^k} |c_i|.
\]

Hence, $U \subset \mathcal{D}_{q,k,A,B}$. Thus the set $\mathcal{D}_{q,k,A,B}$ is open and the set $A$ is Borel.

By Theorem 13, there is a subtree $S'$ of $S$ such that either (a) $\mathcal{C}(S') \subset A$ or (b) $\mathcal{C}(S') \cap A = \emptyset$.

Now consider any chain $\beta$ of $S'$. Then the sequence $(x_\lambda)_{\lambda \in \beta}$ is weakly null and no subsequence of $(x_\lambda)_{\lambda \in \beta}$ is Cesàro summable. By Theorem 12, there is a subchain $\alpha \subset \beta$ such that $\alpha \in A$. Therefore, the case (b) is impossible and for the subtree $S'$ we have $\mathcal{C}(S') \subset A$. That is, for any chain $\beta$ of $S'$ there is a $\delta > 0$ such that
for any \( k \in \mathbb{N} \), any \( k \leq n_1 < n_2 < \ldots < n_{2^k} \) and any scalars \( c_1, c_2, \ldots, c_{2^k} \),
\[
\left\| \sum_{i=1}^{2^k} c_i x_{s_n} \right\| \geq \delta \sum_{i=1}^{2^k} |c_i|.
\]

It remains to prove that we can find a subtree \( T \) of \( S' \) such that the same \( \delta > 0 \) works for any chain \( \beta \) of \( T \). To avoid introducing additional notation, we assume that for the original tree \( S \) we have \( \mathcal{C}(S) \subseteq \mathcal{A} \). Also let \( \mathcal{MC}(S) \) denote the set of maximal chains of \( S \).

Let \( \{q_n\}_{n=1}^{\infty} \) be an enumeration of the positive rational numbers. For any \( n \in \mathbb{N} \) we set

\[
\mathcal{A}_n = \left\{ \beta = \{ s_1 < s_2 < \ldots \} \in \mathcal{MC}(S) \mid \left\| \sum_{i=1}^{2^k} c_i x_{s_n} \right\| \geq q_n \sum_{i=1}^{2^k} |c_i| \text{ for any } k \in \mathbb{N}, k \leq n_1 < \ldots < n_{2^k} \text{ and any } c_1, \ldots, c_{2^k} \in \mathbb{R} \right\}.
\]

Clearly, \( \mathcal{MC}(S) = \bigcup_{n=1}^{\infty} \mathcal{A}_n \). Since the set \( \mathcal{MC}(S) \) has cardinality \( 2^\omega \), there is \( n \in \mathbb{N} \) such that the set \( \mathcal{A}_n \) has cardinality \( 2^\omega \).

For every node \( s \in S \) we set

\[
\mathcal{B}_s = \left\{ \beta \in \mathcal{MC}(S) \mid \beta \in \mathcal{A}_n \text{ and } s \in \beta \right\}.
\]

We next construct a subtree \( T = \{ t_0, t_1, t_{(0,0)}, \ldots \} \) of \( S \). Let \( t_0 = \emptyset \in T \). The following claim contains the main argument for our construction.

**Claim.** There are noncomparable nodes \( t_0, t_1 \) such that each one of the sets \( \mathcal{B}_{t_0}, \mathcal{B}_{t_1} \) has cardinality \( 2^\omega \).

Indeed, suppose that the assertion is not true. Then one of the sets \( \mathcal{B}_0, \mathcal{B}_1 \) has cardinality \( 2^\omega \) while the other has cardinality less than \( 2^\omega \). Without loss of generality, we can assume that \( \text{card}(\mathcal{B}_0) = 2^\omega \). Similarly, one of the sets \( \mathcal{B}_{(0,0)}, \mathcal{B}_{(0,1)} \) has cardinality \( 2^\omega \) and the other one has cardinality less than \( 2^\omega \). Continuing in a similar way, we inductively construct a maximal chain \( \beta = \{ s_0 = \emptyset < s_1 < s_2 < \ldots \} \) and a sequence \( t_1, t_2, \ldots \) of nodes of \( S \) such that for every \( k \) the following properties hold:

(i) \( \text{lev}(t_k) = k \) and \( s_{k-1} < t_k \),
(ii) \( \mathcal{B}_{t_k} \) has cardinality less than \( 2^\omega \),
(iii) \( \mathcal{B}_{t_k} \) has cardinality \( 2^\omega \).

Now observe that \( \mathcal{A}_n = \bigcup_{k=1}^{\infty} \mathcal{B}_{t_k} \cup \{ \beta \} \). Consequently, at least one of the sets \( \mathcal{B}_{t_k}, k \in \mathbb{N} \), must have cardinality \( 2^\omega \), and we have reached a contradiction.

Therefore we can find noncomparable nodes \( t_0, t_1 \) such that each one of the sets \( \mathcal{B}_{t_0}, \mathcal{B}_{t_1} \) has cardinality \( 2^\omega \). These nodes complete the first level of \( T \).

Repeating the same argument, we find noncomparable nodes \( t_{(0,0)}, t_{(0,1)} \) such that \( t_0 < t_{(0,0)} \), \( t_0 < t_{(0,1)} \) and each one of the sets \( \mathcal{B}_{t_{(0,0)}}, \mathcal{B}_{t_{(0,1)}} \) has cardinality \( 2^\omega \). Hence, we inductively construct a subtree \( T = \{ t_s \mid s \in S \} \) such that for every \( s \in S \), the set \( \mathcal{B}_{t_s} = \{ \beta \in \mathcal{A}_n \mid t_s \in \beta \} \) has cardinality \( 2^\omega \).

**Claim.** The subtree \( T \) has the desired property with \( \delta \) equal to \( q_n \).

Indeed, let \( \beta = \{ t_1 < t_2 < \ldots \} \) be a maximal chain of \( T \), \( k \in \mathbb{N} \), \( k \leq n_1 < n_2 < \ldots < n_{2^k} \), and \( c_1, c_2, \ldots, c_{2^k} \in \mathbb{R} \). We show that

\[
\left\| \sum_{i=1}^{2^k} c_i x_{t_{s_n}} \right\| \geq \delta \sum_{i=1}^{2^k} |c_i|.
\]
By the construction of \( T \), there is a maximal chain \( \beta \) of \( S \) such that \( \beta \in \mathcal{A}_n \) and \( t_{n,k} \in \beta \). Since \( \beta \in \mathcal{A}_n \), the above inequality is verified easily.

Finally, if \( \alpha \) is any chain of \( T \), then there is a unique maximal chain \( \beta \) of \( T \) such that \( \alpha \subseteq \beta \). Since the sequence \( (x_s)_{s \in \beta} \) satisfies the desired property, so does the subsequence \( (x_s)_{s \in \alpha} \). \( \square \)

For the next corollary, we need to recall some basic results concerning spreading models. The following theorem is due to A. Brunel and L. Sucheston [2], and its proof uses Ramsey’s theorem.

**Theorem 4.2.** Let \( (x_n) \) be a bounded sequence in the Banach space \( X \). Then there exists a subsequence \( (x'_n) \) of \( (x_n) \) such that for any \( k \in \mathbb{N} \) and any scalars \( a_1, \ldots, a_k \) the following limit exists:

\[
\lim_{n_1 < \cdots < n_k} \left\| \sum_{i=1}^{k} a_i x'_{n_i} \right\|.
\]

The limit given by the preceding theorem allows us to define a seminorm on the space \( c_{00} \) of finitely supported sequences of real numbers by

\[
\left\| \sum_{i=1}^{k} a_i e_i \right\| = \lim_{n_1 < \cdots < n_k} \left\| \sum_{i=1}^{k} a_i x'_{n_i} \right\|.
\]

Moreover, this seminorm defines a norm if and only if the sequence \( (x'_n) \) does not converge. In this situation, we set \( F \) to be the completion of \( c_{00} \) under the given norm. The space \( F \) is called a spreading model of \( X \) for the sequence \( (x_n) \). Clearly, the sequence \( (e_i)_{i=1}^{\infty} \) is spreading, which means that for all \( n_1 < n_2 < \ldots < n_k \) and all scalars \( a_1, a_2, \ldots, a_k \),

\[
\left\| \sum_{i=1}^{k} a_i e_i \right\| = \left\| \sum_{i=1}^{k} a_i e_{n_i} \right\|.
\]

We also note that a bounded sequence \( (x_n) \) may contain many different subsequences \( (x'_n) \) satisfying Theorem 4.2 which may give very different spreading models.

The connection between Rosenthal’s theorem and the notion of a spreading model was first suggested by L. Tzafriri (see [7]) and was studied in full detail by B. Beauzamy (see [1]). The following corollary is a consequence of Theorem 4.1 (see [1]).

**Corollary 4.1.** Let \( (x_s)_{s \in S} \) be a bounded sequence in the Banach space \( X \). Suppose that for any chain \( \beta \) of \( S \) the sequence \( (x_s)_{s \in \beta} \) is weakly null and it is not Cesàro summable. Then there exist a subtree \( T \) of \( S \) and a constant \( C > 0 \) such that if \( \beta \) is any chain of \( T \) and \( F \) is any spreading model for the sequence \( (x_s)_{s \in \beta} \), then the sequence \( (e_n) \) in \( F \) is \( C \)-equivalent to the usual \( l_1 \)-basis.

**Proof.** Let \( T \) be the subtree given by Theorem 4.1. Let \( \beta \) be any chain of \( T \) and let \( (F, \| \cdot \|) \) be any spreading model for the sequence \( (x_s)_{s \in \beta} \). It is enough to show that for any \( k \in \mathbb{N} \) and \( a_1, \ldots, a_k \in \mathbb{R} \),

\[
\left\| \sum_{i=1}^{k} a_i e_i \right\| \geq \delta \sum_{i=1}^{k} |a_i|.
\]
Indeed, suppose that \( \alpha = \{ s_1 < s_2 < \ldots \} \) is a subchain of \( \beta \) such that for any \( k \in \mathbb{N} \) and \( a_1, \ldots, a_k \in \mathbb{R} \),

\[
\left\| \sum_{i=1}^{k} a_i e_i \right\| = \lim_{n_1, \ldots, n_k \to \infty} \left\| \sum_{i=1}^{k} a_i x_{s_i} \right\|.
\]

Then the desired inequality follows immediately by Theorem 4.1. \( \square \)

5. Spreading models of tree-sequences

In this section we generalize the theory of spreading models to tree-sequences. This enables us to give a stronger version of Corollary 4.1. First recall that using Ramsey theory we have (see \([2]\))

**Theorem 5.1.** Suppose that \((x_n)\) is a normalized basic sequence in the Banach space \(X\) and that \((\epsilon_i)\) is a decreasing sequence of positive real numbers converging to 0. Then there is a subsequence \((x'_{n_i})\) of \((x_n)\) and a normalized basic sequence \((e_n)\) (not necessarily in \(X\)) such that

\[
\left\| \sum_{i=1}^{2^k} a_i x_{s_{n_i}} \right\| - \left\| \sum_{i=1}^{2^k} a_i e_i \right\| < \epsilon_k
\]

for any \( k \in \mathbb{N} \), any \((a_i)_{i=1}^{2^k} \subset [-1, 1]\) and any \( k \leq n_1 < \ldots < n_{2^k}\).

Using Stern’s theorem, we generalize Theorem 5.1 to tree-sequences and obtain a uniformity of spreading model estimates on the chains.

**Theorem 5.2.** Let \((x_s)_{s \in S}\) be a normalized sequence in the Banach space \(X\). Let \((\epsilon_i)\) be a decreasing sequence of positive real numbers converging to 0. Then there is a subtree \(T\) of \(S\) such that for any maximal chain \(\beta = (s_i)_{i=1}^\infty\) of \(T\), any \( k \in \mathbb{N} \), any \((a_i)_{i=1}^{2^k} \subset [-1, 1]\), any \( k \leq n_1 < \cdots < n_{2^k}\) and any \( k \leq m_1 < \cdots < m_{2^k}\),

\[
\left\| \sum_{i=1}^{2^k} a_i x_{s_{n_i}} \right\| - \left\| \sum_{i=1}^{2^k} a_i x_{s_{m_i}} \right\| \leq \epsilon_k.
\]

Consequently, if for each such \(\beta\), \((x_s)\) is basic, then the sequence \((x_s)_{s \in \beta}\) admits a spreading model \((\epsilon_i)_{i=1}^\infty\) satisfying

\[
\left\| \sum_{i=1}^{2^k} a_i x_{s_{n_i}} \right\| - \left\| \sum_{i=1}^{2^k} a_i e_i \right\| \leq \epsilon_k
\]

for any \( k \in \mathbb{N} \), \((a_i)_{i=1}^{2^k} \subset [-1, 1]\), and \( k \leq n_1 < \cdots < n_{2^k}\).

**Proof.** Consider the set \(\mathcal{A}\) of all chains \(\beta = \{ s_1 < s_2 < \cdots \} \in \mathcal{C}(S)\), which satisfy the following property: for any \( k \in \mathbb{N} \), any \((a_i)_{i=1}^{2^k} \subset [-1, 1]\), any \( k \leq n_1 < \cdots < n_{2^k}\) and any \( k \leq m_1 < \cdots < m_{2^k}\),

\[
\left\| \sum_{i=1}^{2^k} a_i x_{s_{n_i}} \right\| - \left\| \sum_{i=1}^{2^k} a_i x_{s_{m_i}} \right\| \leq \epsilon_k.
\]

**Claim.** The set \(\mathcal{A}\) is a Borel subset of \(\mathcal{C}(S)\).
Indeed, we have:

\[ \beta = \{ s_1 < s_2 < \cdots \} \in A \]
\[ \iff \text{for any } k \in \mathbb{N}, (a_i)_{i=1}^{2^k} \subseteq [-1,1], \text{any } k \leq m_1 < \cdots < m_{2^k} \text{ and any } \]
\[ k \leq m_1 < \cdots < m_{2^k}, \|\sum_{i=1}^{2^k} a_i x_{s_{m_i}}\| - \|\sum_{i=1}^{2^k} a_i x_{s_{m_i}}\| \leq \epsilon_k \]
\[ \iff \text{for any } k \in \mathbb{N}, \text{any } B = \{q_1, \ldots, q_{2^k}\} \subseteq Q^{2^k} \cap [-1,1]^{2^k}, \text{any } A = \{n_1 < \cdots < n_{2^k}\} \subseteq \mathbb{N}(k) \text{ and any } C = \{m_1 < \cdots < m_{2^k}\} \subseteq \mathbb{N}(k), \|\sum_{i=1}^{2^k} q_i x_{s_{m_i}}\| - \|\sum_{i=1}^{2^k} q_i x_{s_{m_i}}\| \leq \epsilon_k. \]

Therefore

\[ A = \bigcap_{k \in \mathbb{N}} \bigcap_{B \subseteq Q^{2^k}} \bigcap_{C \subseteq \mathbb{N}(k)} \mathcal{D}_{k,B,A,C}, \]

where, if \( B = \{q_1, \ldots, q_{2^k}\}, A = \{n_1 < \cdots < n_{2^k}\} \text{ and } C = \{m_1 < \cdots < m_{2^k}\}, \) then

\[ \mathcal{D}_{k,B,A,C} = \left\{ \beta = \{s_1 < s_2 < \cdots \} \in \mathcal{C}(S) \mid \|\sum_{i=1}^{2^k} q_i x_{s_{m_i}}\| - \|\sum_{i=1}^{2^k} q_i x_{s_{m_i}}\| \leq \epsilon_k \right\}. \]

Clearly \( \mathcal{D}_{k,B,A,C} \) is an open subset of \( \mathcal{C}(S). \)

By Theorem 1.3, there is a subtree \( T \) of \( S \) such that either (a) \( \mathcal{C}(T) \subseteq A \) or (b) \( \mathcal{C}(T) \cap A = \emptyset. \) By Theorem 5.1 we next must have (a). \[ \square \]

**Corollary 5.1.** Let \( (x_s)_{s \in S} \) be a normalized sequence in the Banach space \( X. \) Suppose that for any chain \( \beta \) of \( S \) the sequence \( (x_s)_{s \in \beta} \) is weakly null and it is not Cesàro summable. Then there exist a subtree \( T \) of \( S \) and a constant \( C > 0 \) such that for any chain \( \beta = \{s_1 < s_2 < \cdots \} \) of \( T \) for all \( k \in \mathbb{N} \) and \( k \leq n_1 < \cdots < n_k, \) \( (x_{s_{n_i}})_{i=1}^{k} \) is \( C \)-equivalent to the unit vector basis of \( \ell_1. \)

This follows from Corollary 4.4, Theorem 5.2 and the easily deduced fact that if \( (x_s)_{s \in S} \) is a normalized sequence such that for all \( \beta \in \mathcal{C}(S), (x_s)_{s \in \beta} \) is weakly null, then there exists a subtree \( T \) of \( S \) so that for all \( \beta \in \mathcal{C}(T), \beta = (s_1), (x_{s_{n_i}})_{i=1}^{\infty} \) is 2-basic.
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