A SCHWARZ–PICK THEOREM FOR HIGHER-ORDER HYPERBOLIC DERIVATIVES
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Abstract. Using the hyperbolic divided differences introduced by Baribeau, Rivard and Wegert, we generalize the notion of hyperbolic derivative and we give the analogue of a Schwarz–Pick Theorem for these derivatives.

1. Introduction

In [1], we introduced the concept of hyperbolic divided differences and showed that they provide a natural analogue of classical Newton interpolation in the context of interpolation in the unit disk. In this paper, we show how hyperbolic divided differences can be used, in a natural way, to define a notion of higher-order hyperbolic derivatives.

We will begin by recalling some essential elements from this theory. Throughout the text, we will denote by \( \mathbb{D} \) the unit disk and by \( \mathbb{T} \) the unit circle. We also use the notation \( \hat{\mathbb{D}} := \mathbb{D} \cup \mathbb{T} \) and \( \hat{\mathbb{D}} := \hat{\mathbb{D}} \cup \{\infty\} \).

Let \( z_1, z_2 \) be points of \( \hat{\mathbb{D}} \). The hyperbolic distance \( \rho \) between the points \( z_1 \) and \( z_2 \) is given by
\[
\rho(z_1, z_2) = \log \left( \frac{1 + p(z_1, z_2)}{1 - p(z_1, z_2)} \right), \quad p(z_1, z_2) := \left| \frac{z_1 - z_2}{1 - \overline{z_2} z_1} \right|.
\]
The quantity \( p(z_1, z_2) \) is called the pseudo-hyperbolic distance of the points \( z_1, z_2 \).

In the case where at least one of the two points belongs to \( \mathbb{T} \), we set
\[
(1.1) \quad \rho(z_1, z_2) := \begin{cases} \infty & \text{if } z_1 \neq z_2; \\ 0 & \text{if } z_1 = z_2. \end{cases}
\]

Definition 1.1. Let \( z_1, z_2 \in \hat{\mathbb{D}} \). We define \( [z_1, z_2] \) by
\[
[z_1, z_2] := \begin{cases} \frac{z_2 - z_1}{1 - \overline{z_2} z_1} & \text{if } z_1, z_2 \in \hat{\mathbb{D}}, \overline{z_2} \cdot z_1 \neq 1; \\ z_2 & \text{if } z_1 = z_2 \in \mathbb{T}; \\ \infty & \text{otherwise.} \end{cases}
\]
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Remark 1.2. At first glance, Definition [1] seems strange in the case where \( z_1 = z_2 \in \mathbb{T} \), but it finds its meaning in [1]. For the sake of consistency, we have decided to retain this definition.

One checks easily the following identities, which will be used later:

\[
\begin{align*}
(1.2) & \quad [\zeta, z] = \zeta, \quad \zeta \in \mathbb{D}, z \in \mathbb{D}, \\
(1.3) & \quad [e^{i\theta} z_1, e^{i\theta} z_2] = e^{i\theta}[z_1, z_2], \quad z_1, z_2 \in \mathbb{D}, \theta \in \mathbb{R}.
\end{align*}
\]

In the following we will denote by \( \mathcal{H} \) the class of analytic functions of the unit disk \( \mathbb{D} \) into itself,

\[
\mathcal{H} := \{ f : f \text{ holomorphic in } \mathbb{D}, |f(z)| < 1, z \in \mathbb{D} \},
\]

and we shall consider also \( \mathcal{S} \), the Schur class,

\[
\mathcal{S} := \{ f : f \text{ holomorphic in } \mathbb{D}, |f(z)| \leq 1, z \in \mathbb{D} \}.
\]

A Blaschke product of degree \( n \geq 1 \) is a function of the form

\[
B(z) := e^{i\theta} \prod_{j=1}^{n} \frac{z - z_j}{1 - z_j z}, \quad |z_j| < 1, \theta \in \mathbb{R}.
\]

The unimodular constants are considered to be Blaschke products of degree 0. For \( n \geq 0 \), we will denote the class of Blaschke products of degree \( n \) by \( \mathcal{B}_n \).

We are now prepared to give the definition of the hyperbolic divided differences.

Definition 1.3. Let \( f \in \mathcal{S} \) and fix \( k \) pairwise distinct points \( z_1, \ldots, z_k \in \mathbb{D} \). Set

\[
\Delta^0 f(z) := f(z), \quad z \in \mathbb{D}.
\]

We define recursively for \( j = 1, \ldots, k \) the hyperbolic divided difference of order \( j \) of the function \( f \) with parameters \( z_1, \ldots, z_j \), denoted \( \Delta^j f(z; z_1, \ldots, z_j) \), as follows:

\[
(1.4) \quad \Delta^j f(z; z_1, \ldots, z_j) := \left[ \frac{\Delta^{j-1} f(z; z_1, \ldots, z_{j-1}), \Delta^{j-1} f(z; z_1, \ldots, z_{j-1})}{z_j} \right],
\]

provided \( \Delta^{j-1} f(z; z_1, \ldots, z_{j-1}) \notin \mathcal{B}_0 \). The quotient in the right-hand side of (1.4) has to be interpreted as a limit if \( z = z_j \).

If \( \Delta^{j-1} f(z; z_1, \ldots, z_{j-1}) \in \mathcal{B}_0 \), we define

\[
(1.5) \quad \Delta^j f(z; z_1, \ldots, z_j) := \Delta^{j-1} f(z; z_1, \ldots, z_{j-1}).
\]

We also introduce the operators \( \Delta^j_{z_1, \ldots, z_j} \), which act on \( f \) in \( \mathcal{S} \) as follows:

\[
\Delta^j_{z_1, \ldots, z_j} f(z) := \Delta^j f(z; z_1, \ldots, z_j), \quad z \in \mathbb{D}, j = 1, \ldots, k.
\]

This allows us to rewrite the above recursive definition of \( \Delta^j f(z; z_1, \ldots, z_j) \) as

\[
\Delta^j f(z; z_1, \ldots, z_j) = \left( \Delta^j_{z_1} \left( \Delta^{j-1}_{z_1, \ldots, z_{j-1}, f} \right) \right)(z), \quad j = 1, \ldots, k.
\]

It was shown in [1] that \( \Delta^j_{z_1, \ldots, z_j} f \) is well-defined and belongs to \( \mathcal{S} \) for all \( f \in \mathcal{S} \). The fact that we adopt the convention (1.5) is a judicious choice in order to solve interpolation problems [1].

The hyperbolic divided differences have the property that they act in a particular way on the class of Blaschke products. This is the next assertion.
Theorem 1.4. Let \( z_1, \ldots, z_k \in \mathbb{D} \) be pairwise distinct points and let the operator \( \Delta^k : S \to S \) be defined by
\[
\Delta^k f(z) := \Delta^k f(z; z_1, \ldots, z_k), \quad z \in \mathbb{D}.
\]
Then \( f \in S \) is a Blaschke product of degree \( n > k \) if and only if \( \Delta^k f \) is a Blaschke product of degree \( n - k \) and \( f \) is a Blaschke product of degree \( n \leq k \) if and only if \( \Delta^k f \) is a Blaschke product of degree zero.

The Schwarz–Pick Theorem together with Theorem 1.4 leads to the following “multi-point Schwarz–Pick Theorem”.

Theorem 1.5. Let \( z_1, \ldots, z_k \in \mathbb{D} \) be pairwise distinct points. Then, for all \( f \in S \) and for \( u, v \in \mathbb{D} \),
\[
\rho(\Delta^k f(u; z_1, \ldots, z_k), \Delta^k f(v; z_1, \ldots, z_k)) \leq \rho(u, v).
\]
If equality holds in (1.6) for a pair of distinct points \( u \) and \( v \), then \( f \) is a Blaschke product of degree \( k + 1 \) and equality holds for all \( u, v \in \mathbb{D} \).

2. Hyperbolic divided differences with one parameter

In defining hyperbolic divided differences, we have assumed that the parameters are pairwise distinct points in the unit disk. For our purpose, we shall deal, in this section, with a hyperbolic divided difference with a single parameter.

Definition 2.1. Let \( f \in S, z \in \mathbb{D} \) and \( n \geq 1 \). For \( \zeta \in \mathbb{D} \), we define the hyperbolic divided difference of order \( n \) of \( f \) with parameter \( z \), denoted \( \Delta^n f(\zeta) \), by
\[
\Delta^n f(\zeta) \equiv \Delta^n f(\zeta; z, \ldots, z) := \lim_{z_{n-1} \to z} \lim_{z_{n-2} \to z} \cdots \lim_{z_1 \to z} \Delta^n f(\zeta; z_1, \ldots, z_n) \quad (\zeta \neq \zeta)
\]
and
\[
\Delta^n f(z) = \Delta^n f(z; z, \ldots, z) := \lim_{\zeta \to z} \Delta^n f(\zeta; z, \ldots, z).
\]

Remark 2.2. Formally, we have
\[
\Delta^n f(\zeta) = \lim_{z_{n-1} \to z} \lim_{z_{n-2} \to z} \cdots \lim_{z_1 \to z} \Delta^{n-1} f(z_{n-1}, \ldots, z_n, f)(\zeta).
\]
For brevity, we simply write
\[
\Delta^n f(\zeta) = \left( \Delta^1(\Delta^{n-1} f) \right)(\zeta)
\]
rather than (2.3).

It remains to show that definitions (2.1) and (2.2) make sense. To do this, we will prove by induction that \( \Delta^n f \in S \) for \( f \in S \) and \( z \in \mathbb{D} \). The case \( n = 1 \) just follows from Lemma 2.2 [1]. Now assume that \( \Delta^n f \in S \) if \( f \in S \). Using the operator notation and continuity, we get for \( n + 1 \),
\[
\Delta^{n+1} f(\zeta) = \lim_{z_{n+1} \to z} \lim_{z_n \to z} \cdots \lim_{z_1 \to z} \Delta^{n+1} f(\zeta; z_1, \ldots, z_{n+1})
\]
\[
= \lim_{z_{n+1} \to z} \lim_{z_n \to z} \cdots \lim_{z_1 \to z} \Delta^1 \left( \Delta^n f(z_{n+1}, \ldots, z_n) \right)(\zeta)
\]
\[
= \Delta^1 \left( \Delta^n f(\zeta) \right).
\]
We deduce by the case \( n = 1 \) and the induction hypothesis that \( \Delta^{n+1} f \in S \). This implies that the definitions make sense, as required. We have proved the next assertion.
Proposition 2.3. Let \( f \in S \), \( z \in \mathbb{D} \) and \( n \geq 1 \). Then \( \Delta_n^z f \in S \).

Theorem 1.4 and Theorem 1.5 are still valid if we replace the pairwise distinct parameters by a single one.

Theorem 2.4. Let \( z \in \mathbb{D} \) and let the operator \( \Delta^k : S \to S \) be defined by
\[
\Delta^k f(\zeta) := \Delta^k z f(\zeta), \quad \zeta \in \mathbb{D}.
\]
Then \( f \in S \) is a Blaschke product of degree \( n > k \) if and only if \( \Delta^k f \) is a Blaschke product of degree \( n - k \) and \( f \) is a Blaschke product of degree \( n \leq k \) if and only if \( \Delta^k f \) is a Blaschke product of degree zero.

Proof. We use induction on \( k \). For \( k = 1 \), the result follows from Theorem 1.4. Suppose the result is true for \( k \). Then, by Remark 2.2, we can write
\[
\Delta^{k+1} z f(\zeta) = (\Delta^k z f)((\Delta^1 z f)(\zeta)),
\]
and the result for \( k + 1 \) follows from (2.4), the case \( k = 1 \), Proposition 2.3 and the induction hypothesis. \( \square \)

Theorem 2.5. Let \( z \in \mathbb{D} \). Then, for all \( f \in S \) and for \( u, v \in \mathbb{D} \),
\[
(2.5) \quad \rho(\Delta^k z f(u), \Delta^k z f(v)) \leq \rho(u, v).
\]
If equality holds in (2.5) for a pair of distinct points \( u \) and \( v \), then \( f \) is a Blaschke product of degree \( k + 1 \) and equality holds for all \( u, v \in \mathbb{D} \).

Proof. Proposition 2.3 implies that \( \Delta^k z f \in S \). If \( \Delta^k z f \in \mathcal{H} \), we can deduce (2.5) from the classical Schwarz–Pick Theorem. If \( \Delta^k z f \in \mathcal{B}_0 \), the left-hand side of (2.5) is zero, while the right-hand side is positive if \( u \neq v \). Finally, the case of equality is a consequence of Theorem 2.4 and the case of equality in the classical Schwarz–Pick Theorem. \( \square \)

3. Higher-order hyperbolic derivatives

The notion of a hyperbolic derivative is well known ([3], [4] and [2]). Indeed, for \( f \in \mathcal{H} \), the hyperbolic derivative of \( f \) is defined as
\[
f^h(z) := \frac{f'(z)(1 - |z|^2)}{1 - |f(z)|^2} \quad (z \in \mathbb{D}),
\]
which coincides with \( \Delta^1 z f(z) \). In accordance with our earlier conventions, in the case where \( f \) is a Blaschke product of degree zero, we define the hyperbolic derivative by
\[
f^h(z) := f(z).
\]

The hyperbolic divided differences suggest a possible extension of the notion of hyperbolic derivative to higher orders. Indeed, it seems natural to define the higher-order hyperbolic derivatives by using the higher-order hyperbolic divided differences with one parameter. This brings us to the following definition.

Definition 3.1. Let \( f \in S \) and \( n \geq 1 \). The hyperbolic derivative of order \( n \) of \( f \) at the point \( z \in \mathbb{D} \), denoted \( H^n z f(z) \), is defined by
\[
H^n z f(z) := \Delta^n z f(z).
\]
Recall that by Proposition 2.3 this definition makes sense.

Suppose that \( f \in \mathcal{H} \). To compute \( H^nf(z) \), we need to introduce the following. For \( z \in \mathbb{D} \), we define \( D^nf(z) \) by the Taylor series expansion of the function

\[
(3.1) \quad \zeta \mapsto g(\zeta) := \frac{f\left(\frac{z + \zeta}{1 + \overline{z}\zeta}\right) - f(z)}{1 - f(z)f\left(\frac{z + \zeta}{1 + \overline{z}\zeta}\right)} = \sum_{n=1}^{\infty} \frac{D^n f(z)}{n!} \zeta^n,
\]

where

\[
D^1 f(z) := g'(0), D^2 f(z) := g''(0), \ldots.
\]

For example,

\[
D^1 f(z) = \frac{(1 - |z|^2)f'(z)}{1 - |f(z)|^2};
\]

\[
D^2 f(z) = \frac{f''(z)(1 - |z|^2)^2}{1 - |f(z)|^2} - \frac{2zf'(z)(1 - |z|^2)}{1 - |f(z)|^2} + \frac{2f(z)f'(z)(1 - |z|^2)^2}{(1 - |f(z)|^2)^2}.
\]

These derivatives \( D^n f \) were first introduced by Peschl \[7\] and are usually referred to as differential invariants because

\[
(3.2) \quad |D^n(\psi \circ f \circ \phi)(z)| = |D^n(f)(\phi(z))|
\]

whenever \( \psi \) and \( \phi \) are automorphisms of the unit disk \[5\].

The next theorem is easily proved using the definition and some calculations.

**Theorem 3.2.** For a given \( z \in \mathbb{D} \), we have the following identities:

1. If \( f \in \mathcal{H} \), then
   \[
   H^1 f(z) = D^1 f(z);
   \]
2. If \( f \in \mathcal{H} \setminus B_1 \), then
   \[
   H^2 f(z) = \frac{1}{2} \frac{1}{1 - |D^1 f(z)|^2} D^2 f(z).
   \]

The hyperbolic derivatives \( H^nf(z) \) are invariant in the same sense as the differential invariants \( D^n f(z) \). But before establishing a relation equivalent to \[1.32\], we need the next lemma.

**Lemma 3.3.** Let \( \psi, \phi \) be automorphisms of the unit disk and let \( f \in \mathcal{S} \). For \( n \geq 1 \), suppose that \( z_1, \ldots, z_n \in \mathbb{D} \) are pairwise distinct points. Then for \( 1 \leq j \leq n \), there exists \( \theta \in \mathbb{R} \) such that

\[
(3.3) \quad \Delta^j(\psi \circ f \circ \phi)(z; z_1, \ldots, z_j) = e^{i\theta} \Delta^j f(\phi(z); \phi(z_1), \ldots, \phi(z_j)), \quad z \in \mathbb{D}.
\]

**Proof.** If \( f \in B_0 \), the result is clear. Suppose now that \( f \in \mathcal{H} \). We have

\[
\Delta^1(f \circ \phi)(z; z_1) = \frac{((f \circ \phi)(z), (f \circ \phi)(z_1))}{[z, z_1]}
\]

\[
= \frac{[f(\phi(z)), f(\phi(z_1))] [\phi(z), \phi(z_1)]}{[\phi(z), \phi(z_1)] [z, z_1]}
\]

\[
e^{i\theta} \Delta^1 f(\phi(z); \phi(z_1)),
\]

for some \( \theta \in \mathbb{R} \), by Theorem \[1.13\]. Using identity \[1.3\], it then follows by induction that for each \( j \geq 1 \),

\[
(3.4) \quad \Delta^j(f \circ \phi)(z; z_1, \ldots, z_j) = e^{i\theta} \Delta^j f(\phi(z); \phi(z_1), \ldots, \phi(z_j)), \quad z \in \mathbb{D}.
\]
Similarly, Theorem 1.4 gives
\[
\Delta^1(\psi \circ f)(z; z_1) = \frac{[(\psi \circ f)(z), (\psi \circ f)(z_1)]}{[z, z_1]} 
\]
\[
= \frac{[\psi(f(z)), \psi(f(z_1))]}{[f(z), f(z_1)]} \frac{[f(z), f(z_1)]}{[z, z_1]} 
\]
\[
= e^{i\tilde{\theta}} \Delta^1 f(z; z_1),
\]
for some \( \tilde{\theta} \in \mathbb{R} \), and again by induction we get for \( j \geq 1 \) that
\[
(\text{3.5}) \quad \Delta^j(\psi \circ f)(z; z_1, \ldots, z_j) = e^{i\tilde{\theta}} \Delta^j f(z; z_1, \ldots, z_j), \quad z \in \mathbb{D}.
\]
Finally, by combining (3.4) and (3.5), we obtain (3.3), as required. \( \square \)

The invariance of the higher-order hyperbolic derivatives follows directly from Lemma 3.3. This is the next theorem.

**Theorem 3.4.** Suppose that \( \psi, \phi \) are automorphisms of the unit disk, \( f \in \mathcal{S} \) and \( n \geq 1 \). Then
\[
|H^n(\psi \circ f \circ \phi)(z)| = |H^n(f)(\phi(z))|, \quad z \in \mathbb{D}.
\]

In the same way that the value of a polynomial and that of its first \( n \) derivatives at a point determine entirely a polynomial of degree \( n \), a Blaschke product of degree \( n \) is entirely determined by its value and that of its first \( n \) hyperbolic derivatives at any given point. This is the content of the next result, where we give a procedure for constructing the Blaschke product. We essentially combine the concept presented here with an algorithm given by Baribeau, Rivard and Wegert for solving interpolation problems (\( \text{II} \), Theorem 4.1).

**Theorem 3.5.** Let \( z_0 \in \mathbb{D} \) and \( n \geq 1 \). Fix \( n + 1 \) points \( \omega_0, \ldots, \omega_n \in \mathbb{D} \), where
\[
|\omega_j| < 1, \quad \text{for } j = 0, \ldots, n - 1 \quad \text{and} \quad |\omega_n| = 1.
\]
Then there exists a unique Blaschke product \( b \) of degree \( n \) such that
\[
(\text{3.6}) \quad H^j b(z_0) = \omega_j, \quad j = 0, \ldots, n,
\]
with the convention that \( H^0 b(z_0) = b(z_0) \).

**Proof.** Starting with \( b_0 := \omega_n \) we define the functions \( b_1, \ldots, b_n \) recursively by
\[
b_{k+1}(z) := [[z, z_0], b_k(z), \omega_{n-k-1}], \quad k = 0, \ldots, n - 1.
\]
First, it is immediate from this definition that \( b_{k+1}(z_0) = w_{n-k-1} \), for \( k = 0, \ldots, n - 1 \). Together with (1.2) and the definition, this gives \( \Delta^1_{z_0} b_{k+1}(z) = b_k(z) \), for \( k = 0, \ldots, n - 1 \), and, by induction, \( \Delta^j_{z_0} b_{n}(z) = b_{n-j}(z) \), for \( j = 1, \ldots, n \). In particular, by Theorem 2.3 \( b_n \) is a Blaschke product which satisfies (3.6). Finally, in view of (1.2), this construction is unique. \( \square \)

4. A Schwarz–Pick Theorem for hyperbolic derivatives

With the notion of higher-order hyperbolic derivatives available, we are able to give a version of the Schwarz–Pick Theorem for them. We note an analogue of a Schwarz–Pick Theorem for hyperbolic derivatives due to Beardon \( \text{[3]} \). We can also find it in \( \text{[4]} \) and \( \text{[2]} \).
Theorem 4.1. Let $f \in \mathcal{H} \setminus \mathcal{B}_1$ and suppose that $f(0) = 0$. Then
\[(4.1) \quad \rho(f^h(0), f^h(z)) \leq 2\rho(0, z), \quad z \in \mathbb{D}.
\]
Further, equality holds in (4.1) for $f(z) = z^2$.

The next assertion is the main result of this paper. On the one hand, it extends Theorem 4.1 to hyperbolic derivatives of order greater than one and on the other hand, it gives sufficient and necessary conditions concerning the case of equality. The proof is relatively simple and is modelled on the proofs of Corollary 3.6 and Theorem 5.4 given respectively in [4] and [2].

Theorem 4.2. Let $f \in \mathcal{S}, u, v \in \mathbb{D}$ and $n \geq 1$. Then
\[(4.2) \quad \rho(H^n f(u), H^n f(v)) - \rho(\Delta^n u, \Delta^n f(u)) \leq 2\rho(u, v).
\]
Further, equality holds in (4.2) for a pair of distinct points $u$ and $v$ if and only if $f$ is a Blaschke product of degree $n + 1$ and also if $u, v, (\Delta^n u, f)_{-1}(\Delta^n f(u))$ and $(\Delta^n f)_{-1}(H^n f(v))$ belong, in this order, to the same hyperbolic geodesic.

Remark 4.3. If $f$ is a Blaschke product of degree $n + 1$, then, by Theorem 2.4, it follows that $\Delta^n f$ and $\Delta^n f$ are automorphisms of the unit disk. Thus, the inverse function $(\Delta^n f)^{-1}$ is well defined.

Proof. First, suppose that $f \in \bigcup_{k=0}^n B_k$. Then, $H^n f(u) = H^n f(v) = \lambda$, $|\lambda| = 1$ and $\Delta^n f(v), \Delta^n f(u)$ are unimodular constants. The right-hand side of (4.2) is a positive constant and, using (4.1), we see that the left-hand side is either zero or $-\infty$. With the convention that $-\infty$ is smaller than any real number, we obtain the result.

Next, suppose that $f \in \mathcal{S} \setminus \bigcup_{k=0}^n B_k$. Applying the triangle inequality twice, we have
\[
\rho(H^n f(u), H^n f(v)) = \rho(\Delta^n f(u; u, \ldots, u), \Delta^n f(v; v, \ldots, v))
\]
\[
\leq \rho(\Delta^n f(u; u, \ldots, u), \Delta^n f(v; u, \ldots, u)) + \rho(\Delta^n f(v; u, \ldots, u), \Delta^n f(v; v, \ldots, v))
\]
\[
\leq \rho(\Delta^n f(u; u, \ldots, u), \Delta^n f(v; u, \ldots, u)) + \rho(\Delta^n f(v; u, \ldots, u), \Delta^n f(u; v, \ldots, v))
\]
\[
+ \rho(\Delta^n f(u; v, \ldots, v), \Delta^n f(v; v, \ldots, v))
\]
\[
\leq 2\rho(u, v) + \rho(\Delta^n f(u; v, \ldots, v), \Delta^n f(u; u, \ldots, u)),
\]
where the last inequality follows from Theorem 2.3. Finally, we get
\[
\rho(H^n f(u), H^n f(v)) \leq 2\rho(u, v) + \rho(\Delta^n u, f, \Delta^n f(u)).
\]

Suppose now that $f$ is a Blaschke product of degree $n + 1$ and that $u, v, (\Delta^n f)_{-1}(\Delta^n f(u))$ and $(\Delta^n f)_{-1}(H^n f(v))$ belong to the same hyperbolic geodesic. Applying the automorphism $\Delta^n f$, which acts as an isometry in the hyperbolic metric, to these points, we obtain that $\Delta^n f(u) = H^n f(u), \Delta^n f(v), \Delta^n f(u)$ and $H^n f(v)$ belong to the same hyperbolic geodesic. This implies that the first two inequalities are in fact equalities in the preceding proof. Finally, the last inequality is also an equality as a consequence of Theorem 2.4.

Conversely, if equality holds in (4.2), then equality holds everywhere in the previous sequence of inequalities. The last equality implies that $f$ is a Blaschke product of degree $n + 1$, and the previous two that $H^n f(u), \Delta^n f(v), \Delta^n f(u)$ and $H^n f(v)$ lie in this order on the same hyperbolic geodesic. Since $\Delta^n f$ is an automorphism of the unit disk, then $u, v, (\Delta^n f)_{-1}(\Delta^n f(u))$, and $(\Delta^n f)_{-1}(H^n f(v))$ lie on the same hyperbolic geodesic, in this order. □
We should mention the work of P. R. Mercer, who has obtained a Schwarz–Pick-type estimate which improved Theorem 4.1 in [6] and whose result corresponds to the case $n = 1$ of Theorem 4.2. He also used techniques quite different from those appearing in the proof of the theorem.

Theorem 4.1 requires the normalization $f(0) = 0$, and the conclusion does not hold in general if $0$ and $z$ are replaced by $w$ and $z$. However the following result was obtained by Beardon and Minda in [2], [4].

**Theorem 4.4** ([2]). Suppose that $f : \mathbb{D} \to \mathbb{D}$ is holomorphic but not a conformal automorphism of $\mathbb{D}$. Then for all $z, w \in \mathbb{D}$,

\begin{equation}
\rho(|f'(z)|, |f'(w)|) \leq 2 \rho(z, w).
\end{equation}

A reasonable conjecture is that inequality (4.3) is still valid in the case of hyperbolic derivatives of higher order. But for the hyperbolic derivative of order two, the function $f(z) = z^3$, with the pair of points $z_1 = 0, z_2 = 1/4$, provides an easy counterexample. Indeed, we have that

\begin{align*}
\rho(|H^2 f(0)|, |H^2 f(1/4)|) &= 0.7506121639; \\
2 \rho(0, 1/4) &= 0.5108256238.
\end{align*}

As Theorem 4.6 will show, an additive term is essential to establish a proper upper bound to get an analogous result in the case of hyperbolic derivatives of higher order. But before that, we will need the following simple lemma.

**Lemma 4.5.** Consider $z, w$ to be a pair of distinct points in $\mathbb{D}$. Then

\begin{equation}
\rho(|z|, |w|) \leq \rho(z, w).
\end{equation}

Further, equality holds in (4.4) if and only if $z$ and $w$ lie on a hyperbolic geodesic ray emanating from $0$.

**Proof.** Suppose, without loss of generality, that $|w| > |z|$. Then

\begin{align*}
\rho(|z|, |w|) &= \rho(0, |w|) - \rho(0, |z|) \\
&= \rho(0, w) - \rho(0, z) \\
&\leq \rho(z, w).
\end{align*}

Suppose now that $z, w$ lie on a hyperbolic geodesic ray emanating from $0$. It is clear that equality holds in (4.4) in that case. Conversely, if equality holds in (4.4), the previous inequality is in fact an equality. This implies that $z, w$ lie on a hyperbolic geodesic ray emanating from $0$. $\square$

**Theorem 4.6.** Let $f \in S, u, v \in \mathbb{D}$ and $n \geq 1$. Then,

\begin{equation}
\rho(|H^n f(u)|, |H^n f(v)|) \leq 2 \rho(u, v) + \rho(|\Delta^n_u f(v)|, |\Delta^n_v f(u)|).
\end{equation}

Further, equality holds in (4.5) for a pair of distinct points $u$ and $v$ if and only if $f$ is a Blaschke product of degree $n + 1$ and if $H^n f(u), \Delta^n_u f(v), \Delta^n_v f(u), H^n f(v)$ lie in this order on a hyperbolic geodesic ray emanating from $0$.

**Proof.** First, suppose that $f \in \bigcup_{k=0}^{n} B_k$. Then, $|H^n f(u)| = |H^n f(v)| = |\Delta^n_u f(v)| = |\Delta^n_v f(u)| = 1$. Using (4.3), the right-hand side of (4.5) is a positive constant and the left-hand side is zero, which proves the result in that case. Next, suppose
that \( f \in S \setminus \bigcup_{k=0}^n B_k \). Applying the triangle inequality, using Theorem 2.5 and Lemma 4.5, we have

\[
\rho(|H^n f(u)|, |H^n f(v)|) \leq \rho(|H^n f(u)|, |\Delta^n f(v)|) + \rho(|\Delta^n f(v)|, |H^n f(v)|) \\
\leq \rho(H^n f(u), \Delta^n f(v)) + \rho(|\Delta^n f(v)|, |H^n f(v)|) \\
\leq \rho(u, v) + \rho(|\Delta^n f(v)|, |H^n f(v)|) \\
\leq \rho(u, v) + \rho(|\Delta^n f(v)|, |\Delta^n f(u)|) + \rho(|\Delta^n f(u)|, |H^n f(v)|) \\
\leq \rho(u, v) + \rho(|\Delta^n f(v)|, |\Delta^n f(u)|) + \rho(\Delta^n f(u), H^n f(v)) \\
\leq 2\rho(u, v) + \rho(|\Delta^n f(v)|, |\Delta^n f(u)|).
\]

Suppose now that \( f \) is a Blaschke product of degree \( n + 1 \) and that \( H^n f(u), \Delta^n f(v), \Delta^n f(u), H^n f(v) \) lie in this order on a hyperbolic geodesic ray emanating from \( 0 \). Then equality holds in each of the above inequalities. Conversely, if equality holds in (4.5), the result follows easily by the case of equality in Theorem 2.5 and Lemma 4.5.

We conclude by asking the following question: is it possible to estimate the last term in (4.5) so as to obtain a positive constant \( \alpha \) such that

\[
\rho(|H^n f(u)|, |H^n f(v)|) \leq \alpha \rho(u, v).
\]

This would be more in the spirit of Theorem 4.4.
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