POINTWISE ESTIMATES FOR RETRACTIONS ON THE SOLUTION SET TO LIPSCHITZ DIFFERENTIAL INCLUSIONS
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(Communicated by Yingfei Yi)

Abstract. Denote by \( S'_F(\zeta) \) the set of derivatives of all absolutely continuous solutions of a Lipschitz differential inclusion

\[
\begin{align*}
\{ & x' \in F(t,x), \\
& x(0) = \zeta, \end{align*}
\]

\( t \in [0,1] = I \),

It is known that the set \( S'_F(\zeta) \) is an absolute retract. We show the following:

**Theorem.** For every \( \varepsilon > 0 \) there exists a continuous mapping \( r: X \times L^1 \rightarrow L^1 \) such that for every \( \zeta \in X \) the map \( r(\zeta, \cdot) \) is a retraction of \( L^1 \) onto \( S'_F(\zeta) \) and for all \( (\zeta, u) \in X \times L^1 \) and almost all \( t \in I \) we have a Filippov type pointwise estimate

\[
| r(\zeta, u)(t) - u(t) |
\]

\[
\leq \varepsilon (1 + l(t)) \| p(\zeta, u) \| + l(t) \int_0^t e^{m(t) - m(s)} p(\zeta, u)(s) ds + p(\zeta, u)(t),
\]

where

\[
p(\zeta, u)(t) = \text{dist} \left( u(t), F \left( t, \zeta + \int_0^t u(\tau) d\tau \right) \right)
\]
a.e. in \( I \)

and the functions \( l \) and \( m \) are related with the Lipschitz condition.

1. Introduction

We shall consider a differential inclusion in a Banach space \( X \):

\[
\begin{align*}
\{ & x' \in F(t,x), \\
& x(0) = \zeta, \end{align*}
\]

\( t \in [0,1] = I \),

We assume throughout the paper that the multifunction \( F \) satisfies the Lipschitz condition

\[
d_H(F(t,x_1), F(t,x_2)) \leq l(t) |x_1 - x_2|,
\]

with \( l(\cdot) \) integrable, where \( d_H(\cdot, \cdot) \) stands for the Hausdorff distance.

Received by the editors May 8, 2009 and, in revised form, March 14, 2010.

2010 Mathematics Subject Classification. Primary 34A60, 54C60; Secondary 34A12, 49J53.

Key words and phrases. Differential inclusion, solution set, Filippov Lemma, retraction of the solution set.

©2010 American Mathematical Society
Reverts to public domain 28 years from publication

597
The famous Filippov Lemma [11] (see also [13]) states, in a finite Euclidean space \( X \), that for any absolutely continuous function \( y \) satisfying
\[
\text{dist} (y'(t), F(t, y(t))) \leq p(t) \quad \text{a.e. in } I,
\]
where \( p(\cdot) \) is integrable, there exists a solution \( x \) of (1.1) with the following two properties:
\[
\begin{align*}
a) \quad |y'(t) - x'(t)| & \leq l(t) \int_0^t e^{m(t) - m(\tau)} p(\tau) \, d\tau + p(t) \quad \text{a.e. in } I, \\
& \text{where } m(t) = \int_0^t l(\tau) \, d\tau;
\end{align*}
\]
\[
b) \quad |y(t) - x(t) - (y(0) - \zeta)| \leq \int_0^t e^{m(t) - m(\tau)} p(\tau) \, d\tau.
\]
A similar result holds in arbitrary Banach spaces. Namely, we have the following version of the Filippov Lemma:

For any absolutely continuous function \( y \) satisfying
\[
\text{dist} (y'(t), F(t, y(t))) \leq p(t) \quad \text{a.e. in } I,
\]
where \( p(\cdot) \) is integrable, and for every \( \varepsilon > 0 \), there exists a solution \( x \) of (1.1) with the following two properties:
\[
\begin{align*}
a') \quad |y'(t) - x'(t)| & \leq \varepsilon (1 + l(t)) + l(t) \int_0^t e^{m(t) - m(\tau)} p(\tau) \, d\tau + p(t) \quad \text{a.e. in } I, \\
b') \quad |y(t) - x(t) - (y(0) - \zeta)| \leq \varepsilon + \int_0^t e^{m(t) - m(\tau)} p(\tau) \, d\tau.
\end{align*}
\]

On the other hand, the result of Bressan-Cellina-Fryszkowski (BCF) [7] (see also [13]) assures the existence, for every \( \varepsilon > 0 \), of a retraction \( r \) from the space of integrable functions \( L^1 = L^1(T, X) \) onto the set
\[
S'_F(\zeta) = \{ x' \in L^1 : x \text{ is a solution of (1.1)} \}
\]
such that for each \( u \in L^1 \) we have the estimate
\[
\| r(u) - u \| \leq (1 + \varepsilon) \int_0^1 p(\zeta, u)(t) \, dt,
\]
where \( p : X \times L^1_* \to L^1(I, R) \) is a continuous mapping given by
\[
(1.2) \quad p(\zeta, u)(t) = \text{dist} \left( u(t), F \left( t, \zeta + \int_0^t u(\tau) \, d\tau \right) \right) \quad \text{a.e. in } I.
\]

Taking \( y = \zeta + \int_0^t u(s) \, ds \) and \( x' = r(u) \) we recognize the last inequality as a norm estimate for the derivatives in the Filippov Lemma (property \( a' \)), while the pointwise effect in \( a' \) is missing. Since the methods of showing both the Filippov’s and the BCF results are quite close, the lack of the pointwise estimates is somehow striking. The purpose of this paper is to fill this gap. Namely, we show that the construction provided in [7] can be improved in a way to give also a pointwise counterpart of the Filippov Lemma. The method we use combines both the Filippov and BCF techniques and is based on the selection result by A. Fryszkowski and Bressan-Colombo (F&BC) (see [13], Theorem 42). The paper is organized as follows. In Section 2 we give some introductory remarks and formulate
the main result. In Section 3 we show some auxiliary lemmas, while the proof of the main result is given in Section 4.

2. The main result

Let \((X, |·|)\) be a Banach space. The family of all nonempty closed and bounded subsets of \(X\) we shall denote by \(BCl(X)\). The space \(BCl(X)\) is endowed with the Hausdorff distance \(d_H(A, B)\) given for \(A, B \in BCl(X)\) by

\[
d_H(A, B) = \inf \{ r : A \subset B^r, B \subset A^r \},
\]

where \(A^r = \{x : \text{dist}(x, A) < r\}\) and \(\text{dist}(x, A) = \inf \{|x - a| : a \in A\}\).

Consider in \(X\) a differential inclusion

\[
\begin{cases}
x' \in F(t, x), & t \in [0, 1] = I, \\
x(0) = \zeta.
\end{cases}
\]

We impose on the multifunction \(F : I \times X \rightrightarrows BCl(X)\) the following conditions:

i) \(F\) is \(\mathcal{L} \otimes \mathcal{B}(X) - \text{measurable} in (t, x)\);

ii) there exists an integrable function \(l\) such that for every \(x_1, x_2 \in X\) the inequality

\[
d_H(F(t, x_1), F(t, x_2)) \leq l(t) |x_1 - x_2|
\]

holds a.e. in \(I\).

Let \(\mu_0\) be an absolutely continuous measure on \(I\) defined by

\[
\frac{d\mu_0}{dt} = e^{-2m(t)}, \quad m(t) = \int_0^t l(\tau) d\tau.
\]

In the space of integrable functions \(u : [0, 1] \to X\) we consider the norm

\[
\|u\|_* = \int_0^1 |u(t)| \mu_0(dt) = \int_0^1 |u(t)| e^{-2m(t)} dt.
\]

We shall denote this space by \(L^1_* = L^1_*(I, X)\), while by \(L^1 = L^1(I, X)\) we mean the standard space of integrable functions (equivalent classes). It is quite obvious that the topologies in \(L^1_*\) and in \(L^1\) are the same.

For \(u \in L^1_*\), \(\zeta \in X\) and \(t \in I\) we put

\[
\mathcal{R}(\zeta, u)(t) = \zeta + \int_0^t u(\tau) d\tau.
\]

By a solution of (2.1) we mean an absolutely continuous function \(x = \mathcal{R}(\zeta, u) \in AC(I, X)\) such that

\[
u(t) \in F(t, \mathcal{R}(\zeta, u)(t)) \text{ a.e. in } I.
\]

We shall denote by \(S_F(\zeta)\) the set of all solutions of (2.1). In other words, the function \(x = \mathcal{R}(\zeta, u)\) is a solution of (2.1) if \(u\) is a fixed point of the multivalued mapping

\[
\Phi(\zeta, u) = \{v \in L^1_* (I, X) : v(t) \in F(t, \mathcal{R}(\zeta, u)(t)) \text{ a.e. in } I\},
\]

i.e. \(u \in \Phi(\zeta, u)\).
Most properties of the solution sets are consequences of the properties of the set\
\[ \mathcal{F} \text{ix} (\Phi (\zeta, \cdot)) = \{ u : u \in \Phi (\zeta, u) \} \]
of fixed points of \( \Phi (\zeta, \cdot) \). The topological structure of the set \( S_F (\zeta) \) is well recognized (see [2], [7], [5], [16], [18]). In particular, it is known that each set\
\[ S_F' (\zeta) = \{ x' : x \in S_F (\zeta) \} \]
is a retract of \( L_1^1 (I, X) \) ([7]). Moreover, retractions can be chosen that depend on \( \zeta \) in a continuous way. The construction of such retractions is connected with the Filippov Lemma and establishes some norm estimates in \( L_1^1 (I, X) \). But the Filippov Lemma also gives some pointwise estimates for the solutions, while a similar estimate for the retraction was unknown till now. The purpose of this paper is to present such a construction of a retraction which removes this gap. Namely, we shall demonstrate the following result:

**Theorem 1.** For every \( \varepsilon > 0 \) there exists a continuous function \( r : X \times L_1^1 \to L_1^1 \) such that for every \( \zeta \in X \) the mapping \( r (\zeta, \cdot) \) is a retraction of \( L_1^1 \) onto \( S_F' (\zeta) \) and for all \( (\zeta, u) \in X \times L_1^1 \) we have the estimates
1. \( |r (\zeta, u) (t) - u (t)| \leq \varepsilon (1 + l (t)) \| p (\zeta, u) \|_* + l (t) \int_0^t e^{m (t) - m (s)} p (\zeta, u) (s) \, ds + p (\zeta, u) (t) \quad \text{a.e. in } I, \)
2. \( \| r (\zeta, u) - u \|_* \leq (1 + \varepsilon) \| p (\zeta, u) \|_* . \)

The construction and techniques used are close to Filippov’s arguments and are based on the Fryszkowski [12] and Bressan-Colombo (F&BC) [6] (see also [13]) selection theorem.

3. **Some lemmas**

The required retraction occurs as a limit of iterations \( k^n (\zeta, u) \) of a properly chosen continuous selection \( k (\zeta, u) \) of the mapping\
\[ \Phi (\zeta, u) = \{ v \in L_1^1 (I, X) : v (t) \in F (t, R (\zeta, u) (t)) \ \text{a.e. in } I \} . \]
We shall proceed in a few steps. Put \( S = \{ (\zeta, u) \in X \times L_1^1 : \| p (\zeta, u) \|_* > 0 \} \), where \( p \) is given by (1.2). Then \( S \) is open and for any given \( \delta > 0 \) the multivalued mapping\
\[ K (\zeta, u) = cl \{ v \in \Phi (\zeta, u) : |v (t) - u (t)| < p (\zeta, u) (t) + \delta \| p (\zeta, u) \|_* \} \]
is l.s.c. with closed, decomposable values. So, by the Fryszkowski [12] and Bressan-Colombo [6] Selection Theorem (F&BC) (see also [13]) the mapping \( K (\zeta, u) \) admits a continuous selection \( k : X \times S \to L_1^1 \). Therefore for all \( (\zeta, u) \in X \times S \) we have
\[ k (\zeta, u) (t) \in F (t, R (\zeta, u) (t)) \quad \text{a.e. in } I \quad \text{and} \]
\[ |k (\zeta, u) (t) - u (t)| \leq p (\zeta, u) (t) + \delta \| p (\zeta, u) \|_* \quad \text{a.e. in } I . \]
This selection can be extended to a continuous mapping defined on \( L_1^1 \) by setting 
\[ k (\zeta, u) = u , \]
whenever \( p(\zeta, u) = 0 \). Indeed, it is enough to check that

\[
k(\zeta_n, u_n) \rightarrow u
\]

for arbitrary \( (\zeta_n, u_n) \rightarrow (\zeta, u) \) with \( p(\zeta, u) = 0 \) and \( \| p(\zeta_n, u_n) \|_* > 0 \). Then, by (3.2), we have

\[
\| k(\zeta_n, u_n) - u_n \|_* \leq (1 + \delta) \| p(\zeta_n, u_n) \|_*.
\]

Hence, by continuity of \( p(\cdot, \cdot) \), the latter inequality yields

\[
k(\zeta_n, u_n) \rightarrow u = k(\zeta, u),
\]

proving our claim.

Let us summarize: For every \( \delta > 0 \) there exists such a continuous mapping \( k : X \times L^1_* \rightarrow L^1_* \) that for all \( (\zeta, u) \in X \times L^1_* \) we have

\[
k(\zeta, u)(t) \in F(t, R(\zeta, u)(t)) \quad \text{a.e. in } I
\]

and

\[
|k(\zeta, u)(t) - u(t)| \leq p(\zeta, u)(t) + \delta \| p(\zeta, u) \|_* \quad \text{a.e. in } I.
\]

Fix \( (\zeta, u) \in X \times L^1_* \) and denote

\[
p_n(t) = p(\zeta, k^n(\zeta, u))(t) \quad \text{and} \quad a_n = \| p(\zeta, k^n(\zeta, u)) \|_*,
\]

where \( k^n(\zeta, u) = k(\zeta, k(\zeta, k(\zeta, \ldots))) \) stands for the \( n \)-th iteration of \( k(\zeta, u) \) with respect to the second variable. Then by hypotheses \( (i) - (iv) \) we conclude that \( a.e. \ in I \) the recurrence

\[
0 \leq p_{n+1}(t) \leq l(t) \int_0^t (p_n(s) + \delta a_n) \, ds
\]

holds. Indeed, we proceed \( a.e. \ in I \) in the following way:

\[
0 \leq p_{n+1}(t) = p(\zeta, k^{n+1}(\zeta, u))(t) = \text{dist} \left( k^{n+1}(\zeta, u), F(t, R(k^{n+1}(\zeta, u))(t)) \right)
\]

\[
\leq d_H \left( F(t, R(k^n(\zeta, u))(t)), F(t, R(k^{n+1}(\zeta, u))(t)) \right)
\]

\[
\leq l(t) \left| R(k^{n+1}(\zeta, u))(t) - R(k^n(\zeta, u))(t) \right|
\]

\[
\leq l(t) \int_0^t \left| (k^n(\zeta, u))(s) - (k^n(\zeta, u))(s) \right| \, ds \leq l(t) \int_0^t (p_n(s) + \delta a_n) \, ds.
\]

In further consideration we need the following:

**Lemma 1.** Let the functions \( p_n \in L^1_* \), \( n = 0, 1, 2, \ldots \) satisfy \( a.e. \ in I \) the inequalities

\[
0 \leq p_{n+1}(t) \leq l(t) \int_0^t (p_n(s) + \delta a_n) \, ds,
\]

assuming that \( a_n \geq 0 \), \( n = 0, 1, 2, \ldots \), and \( \delta > 0 \) are given. Then the inequalities

\[
p_{n+1}(t) \leq l(t) \left( \sum_{i=0}^n \delta a_i \frac{[m(t)]^{n-i}}{(n-i)!} + \int_0^t \left( \frac{[m(t) - m(s)]^n}{n!} p_0(s) \right) ds \right)
\]

hold \( a.e. \ in I \).
Proof. We apply the induction. For \(n = 0\) we have from the given condition that
\[
p_{1} (t) \leq l (t) \int_{0}^{t} (p_{0} (s) + \delta a_{0}) \, ds \leq l (t) \left( \delta a_{0} \frac{[m (t)]^{0}}{0!} + \int_{0}^{t} \frac{[m (t) - m (s)]^{0}}{0!} p_{0} (s) \, ds \right).
\]

Assume that the required inequality holds for all \(i \leq n + 1\). Then for \(n + 2\) we have, integrating by parts,
\[
p_{n+2} (t) \leq l (t) \int_{0}^{t} (p_{n+1} (s) + \delta a_{n+1}) \, ds
\]
\[
\leq l (t) \left\{ \sum_{i=0}^{n} \delta a_{i} \frac{[m (s)]^{n-i}}{(n-i)!} + \int_{0}^{t} \frac{[m (s) - m (x)]^{n}}{n!} p_{0} (x) \, dx \right\} ds + \delta a_{n+1}
\]
\[
\leq l (t) \left( \sum_{i=0}^{n+1} \delta a_{i} \frac{[m (t)]^{n+1-i}}{(n+1-i)!} + \int_{0}^{t} \frac{[m (t) - m (x)]^{n+1}}{(n+1)!} p_{0} (x) \, dx \right).
\]

This ends the proof. \(\square\)

Applying lemma for \(a_{n}\) and \(p_{n}\) given by (3.4) and integrating by parts, one can see that
\[
a_{n+1} = \|p_{n+1}\|_{*} = \int_{0}^{1} e^{-2m(t)} p_{n+1} (t) \, dt
\]
\[
\leq \int_{0}^{1} \left\{ \left( \frac{e^{-2m(t)}}{-2} \right)^{n} \sum_{i=0}^{n} \delta a_{i} \frac{[m (t)]^{n-i}}{(n-i)!} + \int_{0}^{t} \frac{[m (t) - m (s)]^{n}}{n!} p_{0} (s) \, ds \right\} \, dt
\]
\[
\leq \frac{1}{2} \delta a_{n} + \int_{0}^{1} \left\{ \left( \frac{e^{-2m(t)}}{2} \right)^{n} \sum_{i=0}^{n} \delta a_{i} \frac{[m (t)]^{n-i}}{(n-i)!} + \int_{0}^{t} \frac{[m (t) - m (s)]^{n}}{n!} p_{0} (s) \, ds \right\} \, dt
\]
\[
\leq \frac{1}{2} \delta a_{n} + \int_{0}^{1} \left\{ \left( \frac{e^{-2m(t)}}{-4} \right)^{n-1} \sum_{i=0}^{n-1} \delta a_{i} \frac{[m (t)]^{n-i-1}}{(n-i-1)!} \right.
\]
\[
\left. + \int_{0}^{t} \frac{[m (t) - m (s)]^{n-1}}{(n-1)!} p_{0} (s) \, ds \right\} \, dt
\]
\[
\leq \frac{1}{2} \delta a_{n} + \frac{1}{2^{2}} \delta a_{n-1}
\]
\[
+ \int_{0}^{1} \left\{ \left( \frac{e^{-2m(t)}}{-2^{2}} \right)^{n-2} \sum_{i=0}^{n-2} \delta a_{i} \frac{[m (t)]^{n-i-2}}{(n-i-2)!} + \int_{0}^{t} \frac{[m (t) - m (s)]^{n-2}}{(n-2)!} p_{0} (s) \, ds \right\} \, dt.
\]
Continuing this procedure we end up with the recurrence
\begin{equation}
0 \leq a_{n+1} \leq \delta \left( \sum_{i=0}^{n} \frac{1}{2^{n+1}} a_{n-i} \right).
\end{equation}

Lemma 2. Fix \( \delta > 0 \). Let \( \{a_n\}_{n=0}^\infty \) be a sequence satisfying, for each \( n = 0, 1, \ldots \), the recurrence inequality

\[
0 \leq a_{n+1} \leq \delta \left( \sum_{i=0}^{n} \frac{1}{2^{n+1}} a_{n-i} \right).
\]

Then for all \( n = 1, 2, \ldots \) we have

\[
a_n \leq \frac{\delta}{1 + \delta} \left( \frac{1 + \delta}{2} \right)^n a_0.
\]

Proof. Denoting \( b_n = 2^n a_n \) we can read the given condition as

\[
0 \leq b_{n+1} \leq \delta \left( \sum_{i=0}^{n} b_i \right),
\]

while our claim is

\[
b_n \leq \delta (1 + \delta)^{n-1} b_0.
\]

We shall use the induction argument.
1. For \( n = 1 \) our claim is just the hypothesis \( b_1 \leq \delta b_0 \).
2. Assuming that the required estimation holds for all indices \( i \leq n \) we proceed for \( n + 1 \) as follows:

\[
0 \leq b_{n+1} \leq \delta \left( b_0 + \sum_{i=1}^{n} b_i \right) \leq \delta \left( 1 + \sum_{i=1}^{n} \delta (1 + \delta)^{i-1} \right) b_0 = \delta (1 + \delta)^n b_0.
\]

This ends the proof. \( \square \)

Applying both Lemmas 1 and 2 we get the following:

Lemma 3. Within the previous notation we have for each \( n = 0, 1, 2, \ldots \), the inequalities

\[
p_{n+1}(t) = p(\zeta, k^{n+1}(\zeta, u))(t)
\leq l(t) \left( \delta \|p(\zeta, u)\|_* \left( \frac{|2m(t)|^n}{n!} + \frac{\delta e^{2m(t)} (1 + \delta)}{1 + \delta} \left( \frac{1 + \delta}{2} \right)^n \right) + \int_0^t \left( \frac{|m(t) - m(s)|^n}{n!} p(\zeta, u)(s) \right) ds \right)
\]

and for each \( n = 1, 2, \ldots \),

\[
a_n = \|p(\zeta, k^n(\zeta, u))\|_* \leq \frac{\delta}{1 + \delta} \left( \frac{1 + \delta}{2} \right)^n \|p(\zeta, u)\|_.*
\]

Proof. The second inequality is just Lemma 2.
For the first inequality we conclude, by Lemmas 1 and 2, that
\[
\begin{align*}
p_{n+1}(t) & \leq l(t) \left( \sum_{i=0}^{n} \delta a_i \frac{[m(t)]^{n-i}}{(n-i)!} + \int_0^t \left( \frac{[m(t)-m(s)]^n}{n!} p_0(s) \right) ds \right) \\
& \leq l(t) \left( \delta a_0 \frac{[m(t)]^n}{n!} + \delta \left( \sum_{i=0}^{n-1} \frac{\delta}{1+\delta} \left( \frac{1+\delta}{2} \right)^{n-i} \frac{[m(t)]^i}{i!} \right) \\
& \quad + \int_0^t \left( \frac{[m(t)-m(s)]^n}{n!} p_0(s) \right) ds \right) \\
& \leq l(t) \left( \delta \|p(\zeta,u)\|_{\ast} \left( \frac{[2m(t)]^n}{n!} + \delta e^{2m(t)} \left( \frac{1+\delta}{2} \right)^n \right) \\
& \quad + \int_0^t \left( \frac{[m(t)-m(s)]^n}{n!} p(\zeta,u)(s) \right) ds \right).
\end{align*}
\]

This ends the proof.\[\Box\]

As a conclusion from the above considerations we get

**Proposition 1.** Within the previous notation we have, for all \( n \in \mathbb{N} \), that a.e. in \( I \),
\[
|k^{n+1}(\zeta,u)(t) - k^n(\zeta,u)(t)| \\
\leq l(t) \delta \|p(\zeta,u)\|_{\ast} \left( \frac{[2m(t)]^{n-1}}{(n-1)!} + \delta e^{2m(t)} \left( \frac{1+\delta}{2} \right)^{n-1} \right) \\
+ l(t) \int_0^t \frac{[m(t)-m(s)]^{n-1}}{(n-1)!} p(\zeta,u)(s) ds + \frac{\delta^2}{1+\delta} \left( \frac{1+\delta}{2} \right)^n \|p(\zeta,u)\|_{\ast}.
\]

and
\[
\|k^{n+1}(\zeta,u) - k^n(\zeta,u)\|_{\ast} \leq \delta \left( \frac{1+\delta}{2} \right)^n \|p(\zeta,u)\|_{\ast}.
\]

**Proof.** The second inequality can easily be derived from Lemma 3 and \( K \), since
\[
\|k^{n+1}(\zeta,u) - k^n(\zeta,u)\|_{\ast} \leq (1+\delta) \|p(\zeta,k^n(\zeta,u))\|_{\ast} \leq \delta \left( \frac{1+\delta}{2} \right)^n \|p(\zeta,u)\|_{\ast}.
\]
For the first inequality we have for a.a. \( t \in I, \)
\[
|k^{n+1} (\zeta, u) (t) - k^n (\zeta, u) (t)| = |k (\zeta, k^n (\zeta, u)) (t) - k^n (\zeta, u) (t)|
\]
\[
\leq p (\zeta, k^n (\zeta, u)) (t) + \delta \|p (\zeta, k^n (\zeta, u))\|_* = p_n (t) + \delta a_n
\]
\[
\leq l (t) \delta \|p (\zeta, u)\|_* \left( \frac{[2m (t)]^{n-1}}{(n-1)!} + \frac{\delta e^{2m(t)}}{1 + \delta} \left( \frac{1 + \delta}{2} \right)^{n-1} \right)
\]
\[+ l (t) \int_0^t \frac{[m (t) - m (s)]^{n-1}}{(n-1)!} p (\zeta, u) (s) \, ds + \frac{\delta^2}{1 + \delta} \left( \frac{1 + \delta}{2} \right)^n \|p (\zeta, u)\|_*.
\]

4. PROOF OF THE MAIN RESULT

Proof of Theorem 1. Now fix \( \varepsilon > 0 \) and take \( \delta \in (0, 1) \) such that
\[
(4.1) \quad \max \left\{ \delta e^{2m(1)} \left( 1 + \frac{2\delta}{1 - \delta^2} \right), \frac{2\delta}{1 - \delta} \right\} < \varepsilon.
\]
Using Proposition 1 we shall show first that \( \{k^n (\zeta, u)\} \) are locally bounded Cauchy sequences as well pointwisely, as in \( L^1 \). Indeed, we can proceed for \( j, n \in N \) and a.e. in \( I \) as follows:

\[
|k^{n+j+1} (\zeta, u) (t) - k^n (\zeta, u) (t)| \leq \sum_{i=0}^j |k^{n+i+1} (\zeta, u) (t) - k^{n+i} (\zeta, u) (t)|
\]
\[
\leq \delta l (t) \|p (\zeta, u)\|_* \left( \sum_{i=0}^j \frac{[2m (t)]^{n+i-1}}{(n+i-1)!} + \frac{\delta e^{2m(t)}}{1 + \delta} \sum_{i=0}^j \left( \frac{1 + \delta}{2} \right)^{n+i-1} \right)
\]
\[+ l (t) \int_0^t \frac{\sum_{i=0}^j [m (t) - m (s)]^{n+i-1}}{(n+i-1)!} p (\zeta, u) (s) \, ds + \frac{\delta^2}{1 + \delta} \|p (\zeta, u)\|_* \sum_{i=0}^j \left( \frac{1 + \delta}{2} \right)^{n+i}
\]
\[
\leq \delta l (t) \|p (\zeta, u)\|_* \left( \sum_{i=n-1}^{n+j-1} \frac{[2m (t)]^i}{i!} + \frac{\delta e^{2m(t)}}{1 + \delta} \sum_{i=n-1}^{n+j-1} \left( \frac{1 + \delta}{2} \right)^i \right)
\]
\[+ l (t) \int_0^t \frac{\sum_{i=n-1}^{n+j-1} [m (t) - m (s)]^i}{i!} p (\zeta, u) (s) \, ds + \frac{\delta^2}{1 + \delta} \|p (\zeta, u)\|_* \sum_{i=n}^{n+j} \left( \frac{1 + \delta}{2} \right)^i
\]
\[
\leq \delta l (t) \|p (\zeta, u)\|_* \left( \sum_{i=n-1}^{\infty} \frac{[2m (t)]^i}{i!} + \frac{2\delta e^{2m(t)}}{1 - \delta^2} \left( \frac{1 + \delta}{2} \right)^{n-1} \right)
\]
\[+ l (t) \int_0^t \frac{\sum_{i=n-1}^{\infty} [m (t) - m (s)]^i}{i!} p (\zeta, u) (s) \, ds + \frac{2\delta^2}{1 - \delta^2} \|p (\zeta, u)\|_* \left( \frac{1 + \delta}{2} \right)^n.
\]

Summarizing, we have for all \( j, n \in N \) and a.e. in \( I \) the inequalities
\[
(4.2) \quad |k^{n+j+1} (\zeta, u) (t) - k^n (\zeta, u) (t)| \leq r_n (t).
\]
where

\[(4.3)\quad r_n(t) = \delta l(t) \|p(\zeta, u)\|_\star \left( \sum_{i=n+1}^{\infty} \frac{[2m(t)]^i}{i!} + \frac{2\delta e^{2m(t)}}{1 - \delta^2} \left( \frac{1 + \delta}{2} \right)^{n-1} \right) + \int_0^t \left( \sum_{i=n+1}^{\infty} \frac{[m(t) - m(s)]^i}{i!} \right) p(\zeta, u) (s) \, ds + \frac{2\delta^2}{1 - \delta} \|p(\zeta, u)\|_\star \left( \frac{1 + \delta}{2} \right)^n.\]

Since the integrable functions \(r_n\) converge a.a. in \(I\) to 0, the latter shows the pointwise Cauchy property.

The Cauchy property in norm can be concluded from the inequalities

\[\|k^{n+j+1}(\zeta, u) - k^n(\zeta, u)\|_\star \leq \sum_{i=0}^{j} \|k^{n+i+1}(\zeta, u)(t) - k^{n+i}(\zeta, u)(t)\|_\star \leq \sum_{i=0}^{j} \delta \left( \frac{1 + \delta}{2} \right)^{n+i} \|p(\zeta, u)\|_\star \leq \frac{2\delta}{1 - \delta} \left( \frac{1 + \delta}{2} \right)^n \|p(\zeta, u)\|_\star.\]

Observe now that the sequence \(\{k^n(\zeta, u)\}\) is locally bounded in \(L^1_\star\) and thus it is convergent to a continuous mapping \(r(\zeta, u) : X \times L^1 \to L^1_\star\). For this function we have by (4.9) the following estimates a.e. in \(I\):

\[|r(\zeta, u)(t) - k^n(\zeta, u)(t)| \leq \alpha_n(t),\]

where functions \(\alpha_n\) are given by (4.3), and

\[\|r(\zeta, u) - k^n(\zeta, u)\|_\star \leq \frac{2\delta}{1 - \delta} \left( \frac{1 + \delta}{2} \right)^n \|p(\zeta, u)\|_\star.\]

In particular for \(n = 1\),

\[|r(\zeta, u)(t) - k(\zeta, u)(t)| \leq \alpha_1(t)\]

\[= \left[ \delta l(t) e^{2m(t)} \left( 1 + \frac{2\delta}{1 - \delta^2} \right) + \frac{\delta^2}{1 - \delta} \right] \|p(\zeta, u)\|_\star + \int_0^t e^{m(t) - m(s)} p(\zeta, u) (s) \, ds\]

and

\[\|r(\zeta, u) - k(\zeta, u)\|_\star \leq \frac{\delta (1 + \delta)}{1 - \delta} \|p(\zeta, u)\|_\star.\]

The latter together with (3.1) and (3.3) yields

\[|r(\zeta, u)(t) - u(t)| \leq |r(\zeta, u)(t) - k(\zeta, u)(t)| + p(\zeta, u)(t) + \|p(\zeta, u)\|_\star \leq \left( \frac{\delta}{1 - \delta} + \int_0^t \delta e^{2m(1)} \left( 1 + \frac{2\delta}{1 - \delta^2} \right) \|p(\zeta, u)\|_\star + \int_0^t e^{m(t) - m(s)} p(\zeta, u) (s) \, ds + p(\zeta, u)(t)\]

and

\[\|r(\zeta, u) - u\|_\star \leq \left( \frac{\delta (1 + \delta)}{1 - \delta} + (1 + \delta) \right) \|p(\zeta, u)\|_\star = \left( 1 + \frac{2\delta}{1 - \delta} \right) \|p(\zeta, u)\|_\star.\]
Thus, applying (4.1), we have
\[
| r(\zeta, u)(t) - u(t) | \leq \varepsilon (1 + l(t)) \| p(\zeta, u) \|_* + l(t) \int_0^t e^{m(t)-m(s)} p(\zeta, u)(s) \, ds + p(\zeta, u)(t)
\]
and
\[
\| r(\zeta, u) - u \|_* \leq (1 + \varepsilon) \| p(\zeta, u) \|_* .
\]
Observe now that
\[
k^{n+1}(\zeta, u)(t) \in F(t, R(k^n(\zeta, u))(t)) \quad \text{a.e. in } I.
\]
Therefore
\[
r(\zeta, u)(t) \in F(t, R(r(\zeta, u))(t)) \quad \text{a.e. in } I,
\]
which means that for each \( u \in L^1 \) the function \( x(\zeta, u) = R(r(\zeta, u)) \) is a solution of (2.1). Moreover, if \( x = R(r(\zeta, u)) \) is a solution of (2.1), then \( p(\zeta, u) = 0 \) and thus \( r(\zeta, u) = u \). So \( r(\zeta, u) \) is a required mapping, and this ends the proof. \( \square \)
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