MULTIPLE SOLUTIONS FOR NONLINEAR NEUMANN PROBLEMS DRIVEN BY A NONHOMOGENEOUS DIFFERENTIAL OPERATOR
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Abstract. We consider a nonlinear Neumann problem driven by a nonhomogeneous quasilinear degenerate elliptic differential operator $\text{div} a(x, \nabla u)$, a special case of which is the $p$-Laplacian. The reaction term is a Carathéodory function $f(x, s)$ which exhibits subcritical growth in $s$. Using variational methods based on the mountain pass and second deformation theorems, together with truncation and minimization techniques, we show that the problem has three nontrivial smooth solutions, two of which have constant sign (one positive, the other negative). A crucial tool in our analysis is a result of independent interest which we prove here and which relates $W^{1,p}$ and $C^1$ local minimizers of a $C^1$-functional constructed with the general differential operator $\text{div} a(x, \nabla u)$.

1. Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ with a $C^2$-boundary $\partial \Omega$. In this paper, we study the following nonlinear Neumann problem:

$$
\begin{cases}
-\text{div} a(x, \nabla u(x)) = f(x, u(x)) & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = 0 & \text{on } \partial \Omega,
\end{cases}
$$

(1.1)

where $\frac{\partial u}{\partial n}$ stands for the normal derivative of $u$ on $\partial \Omega$. Here $a : \overline{\Omega} \times \mathbb{R}^N \to \mathbb{R}^N$ is a continuous map such that, for every $x \in \overline{\Omega}$, $a(x, \cdot)$ is strictly monotone on $\mathbb{R}^N$, and $(x, y) \mapsto a(x, y)$ is $C^1$ on $\overline{\Omega} \times (\mathbb{R}^N \setminus \{0\})$. The precise hypotheses on $a(x, y)$ are formulated in $H(a)$ in Section 2 and incorporate as a special case the $p$-Laplace differential operator. Hypothesis $H(a)$ is used in many works (see, e.g., [3, 6, 9, 14, 22]). Specifically, it was introduced to address situations beyond the $p$-Laplacian case, involving quasilinear, possibly degenerate, elliptic operators, not necessarily $(p-1)$-homogeneous. For instance, Example 2.2 $(e_4)$ in Section 2 sets forth the sum of the $p$-Laplacian and the generalized mean curvature operator.

In [11], the reaction $f(x, s)$ is a Carathéodory function (i.e., for all $s \in \mathbb{R}$, $x \mapsto f(x, s)$ is measurable on $\Omega$ and, for a.a. $x \in \Omega$, $s \mapsto f(x, s)$ is continuous) with subcritical growth. The precise hypotheses on $f(x, s)$ are given in $H(f)$ in
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Section 4. In particular, they ensure that the energy functional of problem (1.1) is coercive.

Under our hypotheses, problem (1.1) admits the trivial solution, so the real challenge is to establish the existence of nontrivial solutions, actually of multiple solutions, and to point out qualitative properties of the solutions (as sign information). Our purpose is to prove a “three solutions theorem” for problem (1.1). Recently, such multiplicity results were proved for the coercive Dirichlet problem driven by the p-Laplacian in [4, 12] (see also [5, 9] for slightly more general differential operators producing two constant sign solutions). No such results exist for the Neumann problem. Some recent multiplicity results for the Neumann problem deal with equations involving the p-Laplacian, but they impose the restrictive condition \( p > N \) or are related to parameters (see [2, 7, 19, 21]).

Our main result, stated in Theorem 4.2, provides three nontrivial smooth solutions for problem (1.1), two of which are of opposite constant sign.

The approach relies on variational methods involving the mountain pass theorem and the second deformation theorem, combined with truncation and minimization techniques. A crucial tool in our analysis is a result of independent interest, namely Theorem 3.1, describing the relationship between the minimizers for problem (1.1), two of which are of opposite constant sign. Section 4 presents our result on multiple solutions for problem (1.1). Our purpose is to prove a “three solutions theorem” for problem (1.1). Recently, some recent multiplicity results for the Neumann problem were proved for the coercive Dirichlet problem driven by the p-Laplacian in [4, 12] (see also [5, 9] for slightly more general differential operators producing two constant sign solutions). No such results exist for the nonhomogeneous differential operators producing two constant sign solutions).

Recall that \( \Delta_p = \text{div}(\|\nabla u\|^{p-2}\nabla u) \), \( p > 1 \) (the p-Laplacian). We know that \( \lambda_0 = 0 \) is the smallest eigenvalue of (2.1) with corresponding eigenspace \( \mathbb{R} \). Let \( \tilde{u}_0 \) be the \( L^p \)-normalized eigenfunction corresponding to 0, so \( \tilde{u}_0 \equiv 1/(1/|\Omega|)^{1/p} \) (here \( |\cdot|_N \) is the Lebesgue measure on \( \mathbb{R}^N \)). The Ljusternik–Schnirelman theory, in addition to the coercive property known for Dirichlet problems (see [8]), requires that the energy functional of problem (1.1) is coercive.

Section 2. Mathematical background and hypothesis \( H(a) \)

In the study of problem (1.1) we use two spaces, \( C^1_n(\Omega) = \{ u \in C^1(\Omega) : \frac{\partial u}{\partial n} = 0 \} \) and \( W^{1,p}_n(\Omega) = C^1_n(\Omega)^{\|\cdot\|} \), where \( \|\cdot\| \) is the usual Sobolev norm of \( W^{1,p}(\Omega) \). We note that the cone \( C_+ = \{ u \in C^1(\Omega) : u(x) \geq 0 \text{ for all } x \in \Omega \} \) has a nonempty interior given by \( \text{int} C_+ = \{ u \in C_+ : u(x) > 0 \text{ for all } x \in \Omega \} \).

Consider the following nonlinear eigenvalue problem:

\[
\begin{cases}
-\Delta_p u(x) = \lambda|u(x)|^{p-2}u(x) & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Recall that \( \Delta_p u = \text{div}(\|\nabla u\|^{p-2}\nabla u), \) \( p > 1 \) (the p-Laplacian). We know that \( \lambda_0 = 0 \) is the smallest eigenvalue of (2.1) with corresponding eigenspace \( \mathbb{R} \). Let \( \tilde{u}_0 \) be the \( L^p \)-normalized eigenfunction corresponding to 0, so \( \tilde{u}_0 \equiv 1/(1/|\Omega|)^{1/p} \) (here \( |\cdot|_N \) is the Lebesgue measure on \( \mathbb{R}^N \)). The Ljusternik–Schnirelman theory, in addition to \( \lambda_0 \), produces a whole increasing sequence \( \{ \lambda_n \}_{n \geq 0} \) of eigenvalues such that \( \lambda_n \to +\infty \). If \( p = 2 \) (the linear eigenvalue problem), these are all the eigenvalues. If \( p \neq 2 \) (the nonlinear eigenvalue problem), we do not know if this is the case. Since \( \lambda_0 = 0 \) is isolated and the set \( \sigma_p \) of all eigenvalues of (2.1) is closed, \( \lambda_1 = \inf \{ \lambda > 0 : \lambda \in \sigma_p \} \)
is the second eigenvalue of $[2.1]$. We will use the following characterization of $\lambda_1$ (see $[1]$).

**Proposition 2.1.** There holds

$$\lambda_1 = \inf_{\hat{\gamma} \in \hat{\Gamma}} \max_{-1 \leq t \leq 1} \|\nabla \hat{\gamma}(t)\|_p,$$

where $\hat{\Gamma} = \{ \hat{\gamma} \in C([-1,1], M): \hat{\gamma}(-1) = -u_0, \hat{\gamma}(1) = u_0 \}, \ M = W^{1,p}_n(\Omega) \cap \partial B^L_1$ and $\partial B^L_1 = \{ u \in L^p(\Omega): \|u\|_p = 1 \}$.

Throughout the paper, the hypotheses on $a(x,y)$ in problem $[1.1]$ are:

1. $a \in C^{0,\alpha}_{\text{loc}}(\bar{\Omega} \times \mathbb{R}^N, \mathbb{R}^N) \cap C^1(\bar{\Omega} \times (\mathbb{R}^N \setminus \{0\}), \mathbb{R}^N)$ with $0 < \alpha \leq 1$;
2. for every $x \in \bar{\Omega}$ and $y \in \mathbb{R}^N \setminus \{0\}$, $\|D_ya(x,y)\| \leq c_1 \|y\|^{p-2}$ with $c_1 > 0$, $1 < p < +\infty$;
3. for every $x \in \bar{\Omega}$ and $y \in \mathbb{R}^N \setminus \{0\}$, $(D_ya(x,y)\xi)_{\mathbb{R}^N} \geq c_0 \|y\|^{p-2} \|\xi\|^2$ for all $\xi \in \mathbb{R}^N$, with $c_0 > 0$.

Such conditions are used widely in the literature (see, e.g., $[5], [6], [9], [14], [22]$).

**Example 2.2.** The following mappings satisfy hypotheses $H(a)$. Here $\theta \in C^1(\bar{\Omega})$ and $\theta(x) > 0$ for all $x \in \bar{\Omega}$:

1. $a(x,y) = \theta(x)\|y\|^{p-2}y$, for $p > 1$ (corresponds to the weighted $p$-Laplacian);
2. $a(x,y) = \theta(x)\|y\|^{p-2}y + \ln(1 + \|y\|^{p-2})$, $p \geq 2$;
3. for $1 < \tau \leq p \leq q$ and $\tau \neq 2$,

$$a(x,y) = \begin{cases} \theta(x)\|y\|^{p-2}y + \|y\|^{q-2}y & \text{if } \|y\| \leq 1, \\ \theta(x)\|y\|^{p-2}y + \frac{2}{\tau-2}\|y\|^{\tau-2} - \frac{2}{\tau-2}y & \text{if } \|y\| > 1; \end{cases}$$

4. $a(x,y) = \theta(x)(\|y\|^{p-2}y + c_0\|y\|^{p-2})$ (corresponds to the weighted sum of the $p$-Laplacian and a generalized mean curvature operator), with $0 < c < 4p(p-1)\tau^{p-1}$ if $1 < p < 2$ and $0 < c < 4p(p-1)\tau^{p-1}$ if $p \geq 2$.

The function $G(x,y)$ determined by $\nabla_y G(x,y) = a(x,y)$ and $G(x,0) = 0$ for all $(x,y) \in \bar{\Omega} \times \mathbb{R}^N$ will be useful in our variational approach. Explicitly, $G(x,y) = \int_0^{|y|} h(x,t)\, t \, dt$ for all $(x,y) \in \bar{\Omega} \times \mathbb{R}^N$. Hereafter, $\langle \cdot, \cdot \rangle$ denotes the duality brackets for the pair $(W^{1,p}_n(\Omega)^*, W^{1,p}_n(\Omega))$ and $A : W^{1,p}_n(\Omega) \to W^{1,p}_n(\Omega)^*$ stands for the map

$$\langle A(u), y \rangle = \int_{\Omega} \langle a(x, \nabla u), \nabla y \rangle_{\mathbb{R}^N} \, dx \quad \text{for all } u, y \in W^{1,p}_n(\Omega).$$

3. **$W^{1,p}_n$ versus $C^1_n$ local minimizers**

In this section we prove a result which is an important tool for the proof of Theorem 4.2. It relates local $C^1_n(\bar{\Omega})$- and $W^{1,p}_n(\Omega)$-minimizers of a subcritical $C^1$-functional. A result of this type was first proved for the Hilbert space $H_0^1(\Omega)$ in $[3]$, and it was extended to $W^{1,p}_n(\Omega)$ in $[8]$. The $W^{1,p}_n(\Omega)$-version of the result can be found in $[18]$. In the aforementioned works, $a(x,y) = a(y) = \|y\|^{p-2}y$. Here we extend the result to Neumann nonhomogeneous differential operators satisfying $H(a)$. In addition, our proof is simpler, avoiding involved estimates conducted in $[8]$ and $[18]$. It relies on a new idea in the context of Lagrange multiplier rule, which applies for Dirichlet operators too.
Let $f_0 : \Omega \times \mathbb{R} \to \mathbb{R}$ be a Carathéodory function such that
\begin{equation}
|f_0(x, s)| \leq \hat{a}(x) + \hat{c}|s|^{r-1} \quad \text{for a.e. } x \in \Omega, \text{ all } s \in \mathbb{R},
\end{equation}
with $\hat{a} \in L^\infty(\Omega)_+, \hat{c} > 0$, $1 \leq r < p^*$ = \begin{align*}
\frac{Np}{N-p} & \quad \text{if } N > p, \\
+\infty & \quad \text{if } N \leq p.
\end{align*}
Let $F_0(x, t) = \int_0^t f_0(x, s) \, ds$ and define the $C^1$-functional $\varphi_0 : W^{1, p}_0(\Omega) \to \mathbb{R}$ by
\begin{equation}
\varphi_0(u) = \int_\Omega G(x, \nabla u(x)) \, dx - \int_\Omega F_0(x, u(x)) \, dx \quad \text{for all } u \in W^{1, p}_0(\Omega).
\end{equation}

**Theorem 3.1.** If $u_0 \in W^{1, p}_0(\Omega)$ is a local $C_n(\Omega)$-minimizer of $\varphi_0$, i.e., there exists $r_0 > 0$ such that
\begin{equation}
\varphi_0(u_0) \leq \varphi_0(u_0 + h) \quad \text{for all } h \in C_n(\Omega), \quad \|h\|_{C_n(\Omega)} \leq r_0,
\end{equation}
then $u_0 \in C_n(\Omega)$ and it is a local $W^{1, p}_0(\Omega)$-minimizer of $\varphi_0$, i.e., there exists $r_1 > 0$ such that
\begin{equation}
\varphi_0(u_0) \leq \varphi_0(u_0 + h) \quad \text{for all } h \in W^{1, p}_0(\Omega), \quad \|h\| \leq r_1.
\end{equation}

**Proof.** Let an arbitrary $h \in C_n(\Omega)$ and let $t > 0$ small. Then $\varphi_0(u_0) \leq \varphi_0(u_0 + th)$ and so $\varphi_0'(u_0, h) \geq 0$. Because $C_n(\Omega)$ is dense in $W^{1, p}_0(\Omega)$, we get $\varphi_0'(u_0) = 0$. It follows that $A(u_0) = N_0(u_0)$, where $A$ is defined by (2.2) and $N_0(u) = f_0(u, u)$ for all $u \in W^{1, p}_0(\Omega)$, which can be expressed as
\begin{equation}
\begin{cases}
-\text{div} \, a(x, \nabla u_0(x)) = f_0(x, u_0(x)) & \text{in } \Omega, \\
\frac{\partial u_0}{\partial n} = 0 & \text{on } \partial \Omega,
\end{cases}
\end{equation}
(see [19]). By the Moser iteration process (see, e.g., [10] pp. 737-738)), we show that $u_0 \in L^\infty(\Omega)$, and then by [11, Theorem 2] we have $u_0 \in C^{1, \beta}(\Omega) \cap C_n(\Omega), \ 0 < \beta < 1$.

Arguing by contradiction, suppose that $u_0$ is not a local $W^{1, p}_0(\Omega)$-minimizer of $\varphi_0$. Then, due to the Sobolev embedding theorem, we deduce for every $\varepsilon > 0$ that
\begin{equation}
\inf \{\varphi_0(u_0 + h) : h \in \overline{B}_\varepsilon \} = m_\varepsilon < \varphi_0(u_0),
\end{equation}
where $\overline{B}_\varepsilon = \{u \in W^{1, p}_0(\Omega) : \|u\|_r \leq \varepsilon\}$ and $\|\cdot\|_r$ denotes the $L^r(\Omega)$-norm. Here, we have chosen $r \in [p, p^*)$ satisfying (3.1). We claim that we can find $h_\varepsilon \in \overline{B}_\varepsilon$ such that
\begin{equation}
\varphi_0(u_0 + h_\varepsilon) = \lim \inf_{n \to \infty} \varphi_0(u_0 + h_n) = m_\varepsilon,
\end{equation}
which is not a local minimizer. To this end, let $\{h_n\}_{n \geq 1}$ be a minimizing sequence for (3.1). By $H(a)$ we get
\begin{equation}
\frac{c_0}{p(p-1)} \|y\|^p \leq G(x, y) \leq \frac{c_1}{p(p-1)} \|y\|^p \quad \text{for all } (x, y) \in \overline{\Omega} \times \mathbb{R}^N.
\end{equation}
By (3.1), (3.3) and since $\{h_n\}_{n \geq 1} \subset \overline{B}_\varepsilon$, we see that $\{h_n\}_{n \geq 1}$ is bounded in $W^{1, p}_0(\Omega)$. We may assume that $h_\infty = h_\varepsilon$ in $W^{1, p}_0(\Omega)$ and $h_n \to h_\varepsilon$ in $L^r(\Omega)$ as $n \to \infty$. Then $h_\varepsilon \in \overline{B}_\varepsilon$ and $\varphi_0(u_0 + h_\varepsilon) \leq \lim \inf_{n \to \infty} \varphi_0(u_0 + h_n) = m_\varepsilon$, because $\varphi_0$ is sequentially lower semicontinuous. Therefore the claim is true, and (3.4) yields
\begin{equation}
\varphi_0(u_0 + h_\varepsilon) < \varphi_0(u_0).
\end{equation}
By virtue of the Lagrange multiplier rule, we can find $\lambda_\varepsilon \leq 0$ such that
\begin{equation}
\varphi'_0(u_0 + h_\varepsilon) = A(u_0 + h_\varepsilon) - N_0(u_0 + h_\varepsilon) = \lambda_\varepsilon |h_\varepsilon|^{r-2}h_\varepsilon.
\end{equation}
We set $v_\varepsilon = u_0 + h_\varepsilon$.  

Case 1. $\lambda_\varepsilon \in [-1,0]$ for all $\varepsilon \in (0,\delta)$, with $\delta > 0$.

Then (3.5) reads as
\[ -\text{div} \, a(x, \nabla v_\varepsilon(x)) = f_0(x, v_\varepsilon(x)) + \lambda_\varepsilon (v_\varepsilon - u_0)(x)\|v_\varepsilon - u_0\|^{p-2}(v_\varepsilon - u_0)(x). \]

We derive that $v_\varepsilon \in L^\infty(\Omega)$ and $\|v_\varepsilon\|_\infty \leq M_0$ for all $\varepsilon \in (0,\delta)$, for some $M_0 > 0$.

This follows by applying the Moser iteration technique. In view of $H(a)$, by [11 Theorem 2], there exist $\theta \in (0,1)$ and $M_1 > 0$ such that
\[ v_\varepsilon \in C^{1,\theta}_n(\Omega) \quad \text{and} \quad \|v_\varepsilon\|_{C^{1,\theta}_n(\Omega)} \leq M_1 \quad \text{for all} \quad \varepsilon \in (0,\delta). \]

Case 2. $\lambda_\varepsilon < -1$ along a sequence $\varepsilon \downarrow 0$.

We set $a_\varepsilon(x,y) = \frac{1}{|\lambda_\varepsilon|} a(x,y)$. From (3.5) we have
\[ -\text{div} \, a_\varepsilon(x, \nabla v_\varepsilon(x)) = \frac{1}{|\lambda_\varepsilon|} f_0(x, v_\varepsilon(x)) - \|v_\varepsilon - u_0\|^{p-2}(v_\varepsilon - u_0)(x). \]

Again, $v_\varepsilon \in L^\infty(\Omega)$ and $\|v_\varepsilon\|_\infty \leq M_0$ for all $\varepsilon$, for some $M_0 > 0$. Via [11 Theorem 2], we find $\theta \in (0,1)$ and $M_1 > 0$ such that
\[ v_\varepsilon \in C^{1,\theta}_n(\Omega) \quad \text{and} \quad \|v_\varepsilon\|_{C^{1,\theta}_n(\Omega)} \leq M_1 \quad \text{along a sequence} \quad \varepsilon \downarrow 0. \]

Since $C^{1,\theta}_n(\Omega)$ is embedded compactly in $C^{1}_n(\Omega)$, by (3.6) and (3.7) we see that $u_0 + h_\varepsilon \to \hat{y}$ in $C^{1}_n(\Omega)$ as $\varepsilon \to 0$. Since $h_\varepsilon \to 0$ in $L^r(\Omega)$, we get $\hat{y} = u_0$. Then our hypothesis gives $\varphi_0(u_0) \leq \varphi_0(u_0 + h_\varepsilon)$ for $\varepsilon > 0$ small, which contradicts (3.4). \( \square \)

4. THREE SOLUTIONS THEOREM

In this section we establish the existence of three nontrivial smooth solutions for problem (1.1). The hypotheses on $f(x,s)$ are the following:

$H(f)$ : $f : \Omega \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory function such that $f(x,0) = 0$ a.e. in $\Omega$:

(i) $|f(x,s)| \leq a(x) + c|s|^{r-1}$ for a.a. $x \in \Omega$, all $s \in \mathbb{R}$, with $a \in L^\infty(\Omega)_+, c > 0, 1 \leq r < p^*$;

(ii) if $F(x,t) = \int_0^t f(x,s)ds$, there exists $\theta \in L^\infty(\Omega)$, $\theta \leq 0$, $\theta \neq 0$, such that
\[ \limsup_{|s| \to \infty} \frac{p F(x,s)}{|s|^p} \leq \theta(x) \quad \text{uniformly for a.a.} \quad x \in \Omega; \]

(iii) there exist $\delta_0 > 0$ and $\eta > \lambda_1$ such that
\[ \frac{c_1 \eta}{p(p-1)}|s|^p \leq F(x,s) \quad \text{for a.a.} \quad x \in \Omega, \text{all} \quad |s| \leq \delta_0; \]

(iv) there exists $\lambda > 0$ such that
\[ (f(x,s) + \lambda|s|^{p-2}s)s \geq 0 \quad \text{for a.a.} \quad x \in \Omega, \text{all} \quad s \in \mathbb{R}. \]

Example 4.1. The following function satisfies hypotheses $H(f)$ (for the sake of simplicity, we drop the $x$-dependence):

\[ f(s) = \begin{cases} \hat{c}|s|^{p-2}s & \text{if} \quad |s| \leq 1, \\ c|s|^{p-2}s - (c - \hat{c})|s|^{p-2}s & \text{if} \quad |s| > 1, \end{cases} \]

with $\hat{c} > \frac{c_1 \lambda_1}{p-1}$, $c > \hat{c}$ and $1 < q < p$.

Theorem 4.2. If hypotheses $H(a)$ and $H(f)$ hold, then problem (1.1) has at least three nontrivial smooth solutions: $u_0 \in \text{int} \ C_+$, $v_0 \in -\text{int} \ C_+$ and $y_0 \in C^1_n(\Omega)$. 
Proof: First using truncations and the direct method, we produce two nontrivial smooth solutions of opposite constant sign. For $\lambda > 0$ as in $H(f)$ (iv), let

$$f^\lambda_+(x, s) = \begin{cases} 
0 & \text{if } s \leq 0, \\
\lambda s e^{-1} & \text{if } s > 0.
\end{cases}$$

Let $F^\lambda_+(x, t) = \int_0^t f^\lambda_+(x, s) \, ds$ and define the $C^1$-functional $\varphi^\lambda_+ : W^{1,p}_n(\Omega) \to \mathbb{R}$ by

$$\varphi^\lambda_+(u) = \int_\Omega G(x, \nabla u) \, dx + \frac{\lambda}{p} \|u\|_p^p - \int_\Omega F^\lambda_+(x, u) \, dx \quad \text{for all } u \in W^{1,p}_n(\Omega).$$

By hypotheses $H(f)$ (i) and (ii), given $\varepsilon > 0$, we find $a_\varepsilon \in L^\infty(\Omega)_+$ such that

$$F(x, s) \leq \frac{1}{p} (\theta(x) + \varepsilon) |s|^p + a_\varepsilon(x) \quad \text{for a.a. } x \in \Omega, \text{ all } s \in \mathbb{R}.$$

Then (4.1), Lemma 2 of [1] imply for all $u \in W^{1,p}_n(\Omega)$ that

$$\varphi^\lambda_+(u) \geq \int_\Omega G(x, \nabla u) \, dx - \frac{1}{p} \int_\Omega \theta |u|^p \, dx - \frac{\varepsilon}{p} \|u\|_p^p - c_2$$

$$\geq \frac{c_0}{p(p-1)} \|\nabla u\|_p^p - \frac{1}{p} \int_\Omega \theta |u|^p \, dx - \frac{\varepsilon}{p} \|u\|_p^p - c_2 \geq \frac{\xi_0 - \varepsilon}{p} \|u\|_p^p - c_2,$$

with constants $c_2, \xi_0 > 0$. For $\varepsilon \in (0, \xi_0)$, we infer that $\varphi^\lambda_+$ is coercive. Since $\varphi^\lambda_+$ is sequentially weakly lower semicontinuous, there exists $u_0 \in W^{1,p}_n(\Omega)$ such that

$$\varphi^\lambda_+(u_0) = \inf \varphi^\lambda_+ =: m^\lambda.$$

If $\xi \in (0, \delta_0]$, by hypothesis $H(f)$ (iii) we have that $\varphi^\lambda_+(\xi) < 0$, and so $\varphi^\lambda_+(u_0) < 0$, which ensures that $u_0 \neq 0$. Also there holds $(\varphi^\lambda_+)'(u_0) = 0$, that is,

$$A(u_0) + \lambda |u_0|^{p-2} u_0 = f^\lambda_+(x, u_0).$$

Acting on (4.3) with $-u_0 \in W^{1,p}_n(\Omega)$, we obtain $u_0 \geq 0$. Consequently, $u_0$ solves problem (1.1), therefore $u_0 \in C_+ \setminus \{0\}$ (see [1]), while hypothesis $H(f)$ (iv) implies

$$-\text{div } a(x, \nabla u_0(x)) + \lambda u_0(x)^{p-1} = f(x, u_0(x)) + \lambda u_0(x)^{p-1} \geq 0 \quad \text{a.e. in } \Omega.$$

From the maximum principle of [14] (see also [8] [22]) and (4.4), we get $u_0 \in \text{int } C_+$. In a similar fashion, using the truncation

$$f^\lambda_-(x, s) = \begin{cases} 
0 & \text{if } s < 0, \\
\lambda |s|^{p-2} s & \text{if } s \geq 0,
\end{cases}$$

let $F^\lambda_-(x, t) = \int_0^t f^\lambda_-(x, s) \, ds$ and define the $C^1$-functional $\varphi^\lambda_- : W^{1,p}_n(\Omega) \to \mathbb{R}$ by

$$\varphi^\lambda_-(u) = \int_\Omega G(x, \nabla u) \, dx + \frac{\lambda}{p} \|u\|_p^p - \int_\Omega F^\lambda_-(x, u) \, dx \quad \text{for all } u \in W^{1,p}_n(\Omega).$$

Then via the direct method we obtain a nontrivial smooth solution $v_0 \in -\text{int } C_+$. Let $\varphi : W^{1,p}_n(\Omega) \to \mathbb{R}$ be the $C^1$-energy functional for problem (1.1) defined by

$$\varphi(u) = \int_\Omega G(x, \nabla u) \, dx - \int_\Omega F(x, u) \, dx \quad \text{for all } u \in W^{1,p}_n(\Omega).$$

Note that $\varphi|_{C_+} = \varphi^\lambda_|_{C_+}$, and so $u_0 \in \text{int } C_+$ is a local $C^{1,1}_0(\Omega)$-minimizer of $\varphi$. On the basis of Theorem [3.1] we infer that $u_0$ is a local $W^{1,p}_n(\Omega)$-minimizer of $\varphi$. Similarly, we have that $v_0 \in -\text{int } C_+$ is a local $W^{1,p}_n(\Omega)$-minimizer of $\varphi$. We may
assume that \( \varphi \) has a finite critical set and \( \varphi(v_0) \leq \varphi(u_0) \). Reasoning as in [15] (the proof of Proposition 6), we can find \( \rho > 0 \) small such that

\[
\varphi(v_0) \leq \varphi(u_0) < \inf \{ \varphi(u) : \|u - u_0\| = \rho \} =: m_\rho.
\]

Moreover, from (4.1) and [11 Lemma 2], we have that \( \varphi \) is coercive; hence it satisfies the Palais–Smale condition. Then, through (4.5), the mountain pass theorem (see, e.g., [10, p. 648]) provides \( y_0 \in W_{n,p}^1(\Omega) \) with \( \varphi(y_0) \geq m_\rho \) and \( \varphi'(y_0) = 0 \). It follows that \( y_0 \in C_0^1(\Omega) \) is a solution of (1.1) and \( y_0 \not\in \{u_0, v_0\} \) (see (4.4)).

We need to show that \( y_0 \neq 0 \). By the mountain pass theorem we have

\[
\varphi(y_0) = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} \varphi(\gamma(t)),
\]

where \( \Gamma = \{ \gamma \in C([0,1], W_{n,p}^1(\Omega)) : \gamma(0) = v_0, \gamma(1) = u_0 \} \). If we can produce a path \( \gamma_0 \in \Gamma \) such that \( \varphi|_{\gamma_0} < 0 \), then from (4.6) we have \( \varphi(y_0) < 0 = \varphi(0) \), and so \( y_0 \neq 0 \). In what follows we generate such a path \( \gamma_0 \in \Gamma \). Let \( M = W_{n,p}^1(\Omega) \cap \partial B_1^p \) as in Proposition 2.1 endowed with the relative \( W_{n,p}^1(\Omega) \)-topology. Let \( M_\varepsilon = M \cap c_\varepsilon(\Omega) \) be furnished with the relative \( C_0^1(\Omega) \)-topology. Evidently, \( M_\varepsilon \) is dense in \( M \). So, \( \tilde{\Gamma} = \{ \tilde{\gamma} \in C([-1,1], M_\varepsilon) : \tilde{\gamma}(-1) = -\tilde{u}_0, \tilde{\gamma}(1) = \tilde{u}_0 \} \) is dense in \( \tilde{\Gamma} \) introduced in Proposition 2.1. Then, from Proposition 2.1 we see that given \( \varepsilon > 0 \) we can find \( \tilde{\gamma}_0 \in \tilde{\Gamma} \) with the property

\[
\max_{t \in [-1,1]} \|\nabla u\|^p_p : u \in \tilde{\gamma}_0([-1,1]) \leq \lambda_1 + \varepsilon.
\]

If \( \eta > \lambda_1 \) is as in \( H(f) \) (iii), let us choose \( \varepsilon > 0 \) such that \( \lambda_1 + \varepsilon < \eta \). Also let \( \xi > 0 \) be small such that \( |\xi|_{C^1} < \delta_0 \) for all \( x \in \overline{\Omega} \) and all \( u \in \tilde{\gamma}_0([-1,1]) \), with \( \delta_0 > 0 \) in \( H(f) \) (iii). Then, by (3.3), \( H(f) \) (iii), and (4.7), we have

\[
\varphi(\xi u) \leq c_1 \xi^{p} \|\nabla u\|^p_p - c_1 \eta^{p} \leq \frac{c_1 \xi^{p}}{p(p-1)} \leq \frac{c_1 \xi^{p}}{p(p-1)}(\lambda_1 + \varepsilon - \eta) < 0
\]

for all \( u \in \tilde{\gamma}_0([-1,1]) \). Therefore, \( \tau_0 = \xi \tilde{u}_0 \) is a path from \( -\xi \tilde{u}_0 \) to \( \xi \tilde{u}_0 \) that satisfies

\[
\varphi|_{\tau_0} < 0.
\]

Recall that \( m_\lambda^\pm = \varphi_\lambda^\pm(u_0) < 0 = \varphi_\lambda^\pm(0) \). We may assume that \( \{0, u_0\} \) are the only critical points of \( \varphi_\lambda^+ \). Indeed, if \( y \in W_{n,p}^1(\Omega) \) is another critical point of \( \varphi_\lambda^+ \), then as for \( u_0 \) we show that \( y \in \text{int} \, C_+ \). Thus it is a third nontrivial smooth solution of (1.1) and we are done. Hence, we can apply to \( \varphi_\lambda^+ \) the Second Deformation Theorem (see, e.g., [10, p. 628]) and obtain a homotopy \( h : [0,1] \times \{u \in W_{n,p}^1(\Omega) : \varphi_\lambda^+(u) \leq 0 \} \to \{u \in W_{n,p}^1(\Omega) : \varphi_\lambda^+(u) \leq 0 \} \) satisfying

(a) \( h(0, \cdot) \) is the identity map;
(b) \( h(1, \cdot) \) has the range \( \{u_0\} \) (due to (2.2));
(c) \( \varphi_\lambda^+(h(\cdot, u)) \) is nonincreasing on \( [0,1] \) for all \( u \).

Let \( \gamma_+(t) = h(t, \xi \tilde{u}_0) \) for all \( t \in [0,1] \). Then (a) shows that \( \gamma_+(0) = \xi \tilde{u}_0 \), while (b) implies \( \gamma_+(1) = u_0 \). From (c) and (4.8) we get

\[
\varphi_\lambda^+(\gamma_+(t)) = \varphi_\lambda^+(h(t, \xi \tilde{u}_0)) \leq \varphi_\lambda^+(\xi \tilde{u}_0) < 0 \quad \text{for all } t \in [0,1].
\]

By \( H(f) \) (iv), \( s = 0 \) is a global minimizer of \( s \mapsto F(x, s) + \frac{\lambda}{p} |s|^p \) for a.a. \( x \in \Omega \), so

\[
\varphi(u) = \int_{\Omega} G(x, \nabla u) \, dx + \frac{\lambda}{p} \|u\|^p_p - \int_{\Omega} [F(x, u^+) + \frac{\lambda}{p} (u^+)^p] \, dx
\]

\[
- \int_{\Omega} [F(x, -u^-) + \frac{\lambda}{p} (u^-)^p] \, dx \leq \varphi_\lambda^+(u) \quad \text{for all } u \in W_{n,p}^1(\Omega).
\]
Combining with (1.9), we see that $\gamma_+$ is a path joining $\xi u_0$ and $u_0$ that satisfies $\varphi|_{\gamma_+}<0$. In a similar fashion we produce a path $\gamma_-$ joining $v_0$ and $-\xi u_0$ such that $\varphi|_{\gamma_-}<0$. Recalling (1.8), we concatenate $\gamma_-, \pi_0$ and $\gamma_+$ to construct a path $\gamma_0 \in \Gamma$ satisfying $\varphi|_{\gamma_0}<0$. We conclude that $y_0 \in C_\gamma(\overline{\Omega})$ is a third nontrivial solution of (1.1), which completes the proof. \hfill $\Box$
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