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Abstract. Max Noether’s theorem asserts that if $\omega$ is the dualizing sheaf of a nonsingular nonhyperelliptic projective curve, then the natural morphisms $\text{Sym}^n H^0(\omega) \to H^0(\omega^n)$ are surjective for all $n \geq 1$. This is true for Gorenstein nonhyperelliptic curves as well. We prove that this remains true for nearly Gorenstein curves and for all integral nonhyperelliptic curves whose non-Gorenstein points are unibranch. The results are independent and have different proofs. The first one is extrinsic, the second intrinsic.

1. Introduction

Let $C$ be an integral and complete curve of arithmetic genus $g$ over an algebraically closed field $k$. Let $\omega$ be its dualizing sheaf. We start by introducing Max Noether’s celebrated theorem exactly as it is in [1, p. 117]: if $C$ is nonsingular and nonhyperelliptic, then the homomorphisms $\text{Sym}^n H^0(C, \omega) \to H^0(C, \omega^n)$ are surjective for $n \geq 1$.

The same reference says that the result is a consequence of projective normality of extremal curves, i.e., curves whose genus matches Castelnuovo’s bound. Indeed, extremal curves are always projectively normal and this is a general fact proved in [1, pp. 113-117] for nonsingular curves, but the reader should note that, since the Riemann-Roch theorem and Clifford’s theorem have versions for singular curves ([1, App.], [7, pp. 186-191], [9, p. 108]), the same proof holds for all integral curves as well.

Now assume $C$ is Gorenstein. Then $\omega$ defines a morphism $\kappa : C \to \mathbb{P}^{g-1}$. Let $C' := \kappa(C)$ be the canonical model of $C$. M. Rosenlicht proved in [7] that $C'$ is extremal and that $\kappa$ is an isomorphism if $C$ is nonhyperelliptic. Therefore Max Noether’s Theorem actually holds for all Gorenstein nonhyperelliptic curves.

We start this article with Theorem 2.7, which extends Rosenlicht’s result almost in the same way as above to a different class of curves, called nearly Gorenstein in [5]. They have just one non-Gorenstein point for which the local ring is almost Gorenstein, a desirable (though restrictive) property introduced by R. Fröberg and V. Barucci in [2]. The first difference between our approach and Rosenlicht’s is that we derive projective normality from linear normality. Most of the work was already done in [5, Lem. 5.4.(1)], which we rephrase and re-prove in Lemma 2.2.
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The second difference is that we deal with \( \hat{C} \), the blowup along \( \omega \), instead of with \( C \).

In order to deal with this problem intrinsically, we were motivated by a strong result due to M. Rosenlicht [7, Thm.17]. It asserts that if \( C \) is nonhyperelliptic, then the birational map between \( C \) and the canonical model \( C' \) [cf. Definition 2.9] is regular on \( C' \). His proof, especially in the non-Gorenstein case, is focused on the local rings of these sorts of points and the stalks of the dualizing sheaf at them; the technique was the computation of values of differentials. Indeed, in the last two pages of the article, where the core of Rosenlicht’s proof lies, there is only one paragraph where he does not compute values. So with this same tool we prove the following statement, which is our main result: if \( C \) is a nonhyperelliptic curve whose non-Gorenstein points are unibranch, then Max Noether’s assertion holds (Theorem 3.7).

The hypothesis assuming that the non-Gorenstein points are unibranch is due to property (8) below, which describes the possible values of differentials that are regular at a given point of \( C \). In the general case, it is not easy to deal with this property [9, Thm.2.11], as Rosenlicht did, within our context. In fact, we point out that Max Noether’s assertion implies Rosenlicht’s [cf. Remark 2.10]. In other words, our task is a little harder. This leads us to think that the multibranch problem deserves more work. In this one, the reader should note that although in Section 3 we always assume that the non-Gorenstein points are unibranch, it is just Step 2 of the proof of Lemma 3.2 that must be extended in order to get a sharper result. The question as to whether Noether’s statement holds for arbitrary integral curves remains open.

2. Generalization by means of an extrinsic argument

Let \( C \) be an integral and complete curve of arithmetic genus \( g \) over an algebraically closed field \( k \) of arbitrary characteristic. Let \( \mathcal{O} := \mathcal{O}_C \) be the structure sheaf on \( C \). According to [1, p.140] we make the following definition.

**Definition 2.1.** A curve \( C \subset \mathbb{P}^r \) is \( n \)-normal if the hypersurfaces of degree \( n \) cut out the complete linear series \( |\mathcal{O}_C(n)| \). A 1-normal curve is said to be linearly normal and a curve is said to be projectively normal if it is \( n \)-normal for all \( n \geq 1 \).

We just note that neither linearly normal nor projectively normal implies that the curve is normal. For instance, the first two examples of singular curves, i.e., the plane nodal and cuspidal curves, are projectively normal though not normal schemes. Moreover, any integral nonhyperelliptic Gorenstein singular curve of genus \( g \) can be embedded as a projectively normal curve in \( \mathbb{P}^{g-1} \), as implicitly pointed out in the Introduction.

**Lemma 2.2.** Let \( C \) be a nondegenerate curve of degree \( d \) in \( \mathbb{P}^r \). If \( d < 2r \) or if \( d = 2r \) and \( h^1(\mathcal{O}_C(1)) > 0 \), then \( C \) is linearly normal iff it is projectively normal.

**Proof.** Sufficiency is immediate. To prove necessity, consider the left exact sequence

\[
0 \rightarrow H^0(\mathcal{O}_C(n - 1)) \xrightarrow{v} H^0(\mathcal{O}_C(n)) \xrightarrow{\delta} H^0(\mathcal{O}_{H\cap C}(n)),
\]

where \( H \) is the ambient hyperplane.

Let \( V_n \) denote the image of \( H^0(\mathcal{O}_{H\cap C}(n)) \) in \( H^0(\mathcal{O}_C(n)) \), and set \( W_n := v(V_n) \). Then \( \dim(W_n) \geq \min\{d, \ n(r - 1) + 1\} \) by [1, Lem., p.115]. Hence

\[
h^0(\mathcal{O}_C(n)) - h^0(\mathcal{O}_C(n - 1)) \geq \min\{d, \ n(r - 1) + 1\}.
\]
Also, if equality holds in (2), then $v(H^0(\mathcal{O}_C(n))) = W_n$ since both sides have the same dimension. So $H^0(\mathcal{O}_C(n))$ is spanned by $V_n$ and $\text{Im}(u)$. But $u(V_{n-1}) \subset V_n$. So if $H^0(\mathcal{O}_C(n-1)) = V_{n-1}$, then $\text{Im}(u) \subset V_n$ and hence $H^0(\mathcal{O}_C(n)) = V_n$. So, for each $n \geq 2$, we conclude that the equality in (2) along with $H^0(\mathcal{O}_C(n-1)) = V_{n-1}$ implies that $H^0(\mathcal{O}_C(n)) = V_n$.

Therefore, assuming $C$ is linearly normal, i.e., $V_1 = H^0(\mathcal{O}_C(1))$, if we prove that equality holds in (2) for $n \geq 2$, then, by induction, $H^0(\mathcal{O}_C(n)) = V_n$ for every $n \geq 1$; that is, $C$ is projectively normal.

In order to prove so, set $h(n) := h^i(\mathcal{O}_C(n))$. From the long exact sequence

$$H^0(\mathcal{O}_C(n-1)) \to H^0(\mathcal{O}_C(n)) \to H^0(\mathcal{O}_{H \cap C}(n)) \to H^1(\mathcal{O}_C(n-1)) \to H^1(\mathcal{O}_C(n))$$

it is easily checked that the bound (2) is equivalent to the following bound:

$$d - (h(n-1) - h(n)) \geq \min\{d, n(r-1) + 1\}.$$  

Here $h(n-1) - h(n) \geq 0$ because $H^1(\mathcal{O}_{H \cap C}(n)) = 0$.

Write $d = 2r - a$ for $a \geq 0$. We have

$$(n(r-1) + 1) - d = (n-2)(r-1) - 1 + a.$$  

If $r = 1$, then $C = \mathbb{P}^1$, which is projectively normal. So assume $r \geq 2$. For $n \geq 2$, the right side is nonnegative unless $a = 0$ and $n = 2$.

Hence, for $n \geq 3$, the right side of (3) is equal to $d$. But $h(n-1) - h(n) \geq 0$.

Therefore, equality holds in (3), and $h(n-1) = h(n)$. But, by Serre’s Theorem, $h(n) = 0$ for $n \geq 0$. So $h(n) = 0$ for $n \geq 2$.

Suppose $a > 0$. Then similarly, equality holds in (3) for $n = 2$ too, and $h(1) = 0$.

So equality holds in (2) for $n \geq 2$, as desired.

Finally, instead, suppose $a = 0$. Then $d = 2r$ and $h(1) > 0$ by hypothesis. Now, take $n = 2$ in (3), getting $2r - h(1)$ on the left as $h(2) = 0$, and $2r - 1$ on the right.

Hence, $h(1) = 1$ and equality holds in (3) for $n = 2$. So equality holds in (2) for $n \geq 2$, as desired. The proof is now complete. \qed

A curve $C$ is said to be hyperelliptic if there is a morphism $C \to \mathbb{P}^1$ of degree 2. Let $\omega_C$, or simply $\omega$, denote the dualizing sheaf. A point $P \in C$ is said to be Gorenstein if $\omega_P$ is a free $\mathcal{O}_P$-module. A curve $C$ is said to be Gorenstein if all of its points are Gorenstein or, equivalently, if $\omega$ is invertible. For instance, every nonsingular curve is Gorenstein, and also every hyperelliptic (possibly singular) curve is Gorenstein as well [5 Prop. 2.6.(2)].

Given any integral scheme $A$, any map $\alpha : A \to C$ and a sheaf $\mathcal{G}$ on $C$, set

$$\mathcal{O}_A\mathcal{G} := \alpha^*\mathcal{G}/\text{Torsion}(\alpha^*\mathcal{G}).$$

Let $\nu : C \to C$ be the normalization map. Set $\overline{\omega} := \nu_*\omega$. We denote by $C$ the conductor of $\overline{\omega}$ into $\mathcal{O}$. We also set $\overline{\omega} := \nu_*\omega$ and $\overline{\mathcal{O}} := \nu_*(\mathcal{O}\overline{\omega})$.

Given any coherent sheaf $F$ on $C$, set

$$F^n := \text{Sym}^n F/\text{Torsion}(\text{Sym}^n F).$$

If $F$ is invertible, then clearly $F^n = F^{\otimes n}$. Let $\phi : \text{Sym}^n H^0(F) \to H^0(F^n)$ be the natural morphism. We set

$$H^0(F^n) := \phi(\text{Sym}^n H^0(F))$$

and just warn the reader not to confuse it with $H^0(F)^{\otimes n}$, which is different.
Call \( \hat{C} := \text{Proj}(\oplus \omega^n) \) the blowup of \( C \) along \( \omega \). Let \( \beta : \hat{C} \to C \) be the natural morphism. Set \( \hat{O} = \beta_*(\mathcal{O}_\hat{C}) \) and \( \hat{\omega} := \beta_*(\mathcal{O}_\hat{C}\omega) \).

**Definition 2.3.** Let \( k(C) \) be the function field of \( C \). For \( E \subset k(C) \) let \( E^n \) be the set of all finite sums of products of \( n \) elements from \( E \). Let \( \Omega_{k(C)|k} \) be the set of all differentials. For any \( z \in \Omega_{k(C)|k} \), set

\[
W_z := \{ f \in k(C) | fz \in H^0(\omega) \},
\]

\[
V_{z,P} := \{ f \in k(C) | fz \in \omega_P \},
\]

\[
W_{z,n} := \bigcap_{P \in C} V_{z,P}^n.
\]

If \( \varphi : \hat{C} \to C \) is a morphism and \( \tilde{\omega} := \varphi_*(\omega_{\hat{C}}) \), set

\[
\tilde{W}_z := \{ f \in k(C) | fz \in H^0(\tilde{\omega}) \},
\]

\[
\tilde{V}_{z,P} := \{ f \in k(C) | fz \in \tilde{\omega}_P \},
\]

\[
\tilde{W}_{z,n} := \bigcap_{P \in C} \tilde{V}_{z,P}^n.
\]

**Definition 2.4.** We fix, throughout this paper, a differential \( x \in H^0(\omega) \) such that \((\tilde{\mathcal{O}}_{\omega})_P = \mathcal{O}_{P}x \) for every singular point \( P \in C \). Such a differential exists because \( H^0(\omega) \) generates \( \tilde{\mathcal{O}}_{\omega} \), as proved in [5, p. 188 top], the singular points of \( C \) are of finite number and \( k \) is infinite since it is algebraically closed.

**Example 2.5.** Take \( C \) to be the projective closure of Spec \( k[t^3, t^4, t^5] \). It has just one singular point, say \( P \), which corresponds to \( t = 0 \) if \( C \) is given parametrically; we also have \( \mathcal{O}_P = k[t^3, t^4, t^5]/(t^3, t^4, t^5) \), where the notation refers to localization. The normalization is \( \overline{C} = \mathbb{P}^1 \), taken as the projective closure of Spec \( k[t] \) and so \( k(C) = k(\overline{C}) = k(t) \). There is only one point \( \overline{P} \in \overline{C} \) over \( P \), and we have \( \mathcal{O}_{\overline{P}} = \mathcal{O}_{\overline{P}} = k[t]_t \). So the genus of \( C \) is \( g = \overline{g} + \dim(\mathcal{O}_P/\mathcal{O}_P) = 0 + 2 = 2 \), where \( \overline{g} \) is the genus of \( \overline{C} \). We claim that \( x = dt/t^3 \) has the desired property of the above definition. First, according to [5, p. 191 mid], we can use the residue formula to compute \( \omega_P \); we have that \( V_{x,P} \) is the largest among the \( \mathcal{O}_P \)-fractional ideals \( F \) in \( k(C) \) such that \( \text{Res}_{\mathcal{P}}(fx) = 0 \) for every \( f \in F \). One can check that \( V_{x,P} = \mathcal{O}_P + t\mathcal{O}_P \) as we note, for instance, that \( t^2 \notin V_{x,P} \), since \( \text{Res}_{\mathcal{P}}(t^2x) = \text{Res}_{\mathcal{P}}(dt/t) = 1 \). If \( t^2 \notin V_{x,P} \), the same holds for all \( n \geq 1 \) since \( V_{x,P} \) is an \( \mathcal{O}_P \)-fractional ideal and \( t^n \in \mathcal{O}_P \) for all \( n \geq 3 \). Therefore \( \omega_P = (\mathcal{O}_P + t\mathcal{O}_P)x \), which is not a free \( \mathcal{O}_P \)-module, so \( P \) is non-Gorenstein. Now \( \overline{(\mathcal{O}_\omega)}_P = \overline{(\mathcal{O}_P(\mathcal{O}_P + t\mathcal{O}_P))x} = \overline{\mathcal{O}_P}x \) and the claim follows. Note, however, that \( \overline{(\mathcal{O}_\omega)}_P \) is not a free \( \mathcal{O}_P \)-module, but \( \overline{(\mathcal{O}_\omega)}_P = \mathcal{O}_P\omega_P = \mathcal{O}_P \), so \( \overline{(\mathcal{O}_\omega)}_P \) is a free \( \mathcal{O}_P \)-module as expected since \( \overline{P} \) is nonsingular. In order to compute \( H^0(\omega) \) let us check the stalks of \( \omega \) at the other (nonsingular) points of \( C \). For a point \( Q \in C \) given parametrically by \( t = c \neq 0 \) we have that \( t - c \) is the local parameter; we write \( x = dt/t^3 = d(t - c)/t^3 \), and since \( 1/t^3 \) is a unit in \( \mathcal{O}_Q \) it is easy to see that \( \omega_Q = \mathcal{O}_Q x \). Finally, at the point \( P_\infty \) at infinity, the local parameter is \( t^{-1} \), so we write \( x = -t^{-1}d(t^{-1}) \). One can check that \( V_{x,P_\infty} = t\mathcal{O}_{P_\infty} \), as we note, for instance, that \( t^2 \notin V_{x,P_\infty} \) since \( \text{Res}_{\mathcal{P}_\infty}(t^2x) = \text{Res}_{\mathcal{P}_\infty}(t^2(-t^{-1}d(t^{-1}))) = \text{Res}_{\mathcal{P}_\infty}(-td(t^{-1})) = -1 \). If \( t^2 \notin V_{x,P_\infty} \), the same holds for all \( n \) for \( n \geq 3 \), since \( V_{x,P_\infty} \) is an \( \mathcal{O}_{P_\infty} \)-fractional ideal and \( t^n \in \mathcal{O}_{P_\infty} \) for all \( n \geq 1 \). So \( \omega_{P_\infty} = t\mathcal{O}_{P_\infty} x \). Therefore, comparing all stalks, we
see that $H^0(\omega) = (x, tx)$ and, as expected, $h^0(\omega) = 2 = g$. It is easily checked that $\hat{C} = \overline{C}$ in this case. This also stands for an example of a curve satisfying the following definition, which can be easily checked using [2] Prop. 28, for instance.

**Definition 2.6.** Call $C$ nearly Gorenstein if $C$ has only one non-Gorenstein point $P$ and if the local ring $\mathcal{O}_P$ is almost Gorenstein in the sense of Barucci and Fröberg [2] p. 418, namely, if

$$\dim(\mathcal{O}_P) = \dim(\mathcal{O}_P/\mathcal{C}_P) + \dim(\text{Ext}^1(k, \mathcal{O}_P)) - 1,$$

where $k$ is the ground field.

**Theorem 2.7.** If $C$ is nonhyperelliptic Gorenstein or nearly Gorenstein, then the homomorphisms

$$\text{Sym}^n H^0(C, \omega) \longrightarrow H^0(C, \omega^n)$$

are surjective for $n \geq 1$.

**Proof.** From [5] Prop. 4.5] we have that $\mathcal{O}_{\hat{C}}\omega$ is an ample invertible sheaf on $\hat{C}$ which is generated by the pull-back of the sections in $H^0(\omega)$. So $\hat{C}$, originally defined in terms of a sheaf of graded algebras, can actually be written in terms of a regular graded algebra, that is, $\hat{C} = \text{Proj}(\oplus H^0((\mathcal{O}_{\hat{C}}\omega)^{\otimes n}))$. Besides, the complete linear system $L := |\mathcal{O}_{\hat{C}}\omega|$ is base point free since $H^0(\omega) \rightarrow H^0(\mathcal{O}_{\hat{C}}\omega)$. Set $r := h^0(\mathcal{O}_{\hat{C}}\omega) - 1$ and let $\varphi : \hat{C} \rightarrow \mathbb{P}^r$ be the morphism defined by $L$. Call $C^* := \varphi(\hat{C})$. Now $C^* = \text{Proj}(\oplus H^0(\mathcal{O}_{C^*}(n)))$ by the very definition of $C^*$. Hence, for every $n \geq 1$, we have a sequence of linear morphisms

$$\text{Sym}^n H^0(\mathcal{O}_{\hat{C}}\omega) \xrightarrow{\alpha_n} H^0(\mathcal{O}_{C^*}(n)) \xrightarrow{\beta_n} H^0((\mathcal{O}_{\hat{C}}\omega)^{\otimes n}),$$

where $\alpha_n$ is the natural homomorphism and $\beta_n$ is the injective homomorphism determined by $\varphi$.

If $C$ is Gorenstein, then the $\alpha_n$’s are surjective. In fact, set $d := \deg(C^*)$. If $C$ is Gorenstein, then $\hat{C} = C$, $\mathcal{O}_{\hat{C}}\omega = \omega$, $r = g - 1$; the morphism $\varphi$ agrees with the canonical morphism $\kappa : C \rightarrow \mathbb{P}^{g-1}$ and $C^*$ is the canonical model in $\mathbb{P}^{g-1}$. Then either $d < 2r$ and hence $C^*$ is projectively normal by Lemma [2] and hence the $\alpha_n$’s are surjective, or else $d = 2r = 2g - 2$. In this case, $\kappa$ is an isomorphism owing to [5] Thm. 4.3. Hence $\mathcal{O}_{C^*}(1) = \omega$ and thus $h^1(\mathcal{O}_{C^*}(1)) = 1$. Lemma [2] now implies that $C^*$ is projectively normal and the $\alpha_n$’s are surjective.

If $C$ is Gorenstein and nonhyperelliptic, then the $\beta_n$’s are surjective. In fact, if $C$ is Gorenstein and nonhyperelliptic, then $\varphi$ is an isomorphism owing to [5] Thm. 4.3. Hence the $\beta_n$’s are surjective.

So the result is proved for Gorenstein nonhyperelliptic curves. Let us prove it for nearly Gorenstein curves.

If $C$ is non-Gorenstein, then the $\alpha_n$’s and the $\beta_n$’s are surjective. In fact, if $C$ is non-Gorenstein, then $\mathcal{O}_{\hat{C}}\omega$ is very ample owing to [5] Prop. 5.2. Hence $\varphi$ is an isomorphism and the $\beta_n$’s are surjective. From [5] Prop. 5.2 and its proof we also have $h^1(\mathcal{O}_{\hat{C}}\omega) = 0$ and $\tilde{g} \leq g - 2$, where $\tilde{g}$ is the genus of $\hat{C}$. Thus

$$d = \deg_{C}(\mathcal{O}_{\hat{C}}\omega) = h^0(\mathcal{O}_{\hat{C}}\omega) - 1 + \tilde{g}$$

$$= r + \tilde{g} \leq r + g - 2 = r + h^0(\omega) - 2$$

$$\leq r + h^0(\mathcal{O}_{\hat{C}}\omega) - 2$$

$$= r + (r + 1) - 2 < 2r.$$
Therefore Lemma 2.2 implies that $C^*$ is projectively normal; that is, the $\alpha_n's$ are surjective.

Now take $k(\hat{C}) = k(C)$ and fix a differential $z \in \Omega_{k(C)}|k$. Let $P \in C$ and $\hat{P} \in \hat{C}$ be over $P$. Since $k(\hat{C}) = k(C)$, we have $\mathcal{O}_P \subset \mathcal{O}_{\hat{P}}$. Write $\omega_P = (V_{z,P})z := \{fz \mid f \in V_{z,P}\}$, where $V_{z,P}$ is the fractional $\mathcal{O}_P$-ideal already defined. Then, keeping the same meaning of notation, we have $(\mathcal{O}_{\hat{C}}^\omega)_{\hat{P}} = (\mathcal{O}_{\hat{P}}V_{z,P})z$ and $(\hat{\omega})_{\hat{P}} = (\hat{\mathcal{O}}_P V_{z,P})z$, where $\hat{\mathcal{O}}_P = \bigcap_{\hat{P} | P} \mathcal{O}_{\hat{P}}$. In particular,

$$(7) \quad \omega_P \subset (\hat{\omega})_P \subset (\mathcal{O}_{\hat{C}}^\omega)_{\hat{P}}.$$

Since the space of global sections is the intersection of the stalks, we have that $H^0(\omega) \subset H^0(\hat{\omega}) = H^0(\mathcal{O}_{\hat{C}}^\omega)$. Moreover, in the same way, we also have that $\omega$ is a subsheaf of $\hat{\omega}$, although $\hat{\omega}$ and $\mathcal{O}_{\hat{C}}^\omega$ cannot be compared since they are sheaves on different curves. A similar statement holds for powers; i.e., $H^0(\omega^n) \subset H^0((\hat{\omega})^n) = H^0((\mathcal{O}_{\hat{C}}^\omega)^n)$, and also $\omega^n$ is a subsheaf of $(\hat{\omega})^n$ for all $n \geq 1$ in a natural way. In fact, this can be checked from (4) applied to the stalks in (7) priorly described: one disregards $z$ and just notes that symmetric products of fractional ideals, modded out by torsion, correspond to the regular powers taken in $k(C)$.

Therefore, since $\varphi$ was constructed by the linear series $|\mathcal{O}_{\hat{C}}^\omega|$, we have that the natural homomorphism, say, $\psi_n : \text{Sym}^nH^0(\omega) \to H^0(\omega^n)$, agrees, for every $n \geq 1$, with the composition $\beta_n \circ \alpha_n$ restricted to $\text{Sym}^nH^0(\omega)$. In particular, $\beta_n \circ \alpha_n(\text{Sym}^nH^0(\omega)) \subset H^0(\omega^n)$, for all $n \geq 1$. So if $H^0(\omega) = H^0(\mathcal{O}_{\hat{C}}^\omega)$, then $\beta_n \circ \alpha_n$ and $\psi_n$ coincide because they have the same source.

Now assume $C$ is nearly Gorenstein. If so, $H^0(\omega) = H^0(\mathcal{O}_{\hat{C}}^\omega)$ due to [5 Lem. 5.8]. Thus $\psi_n = \beta_n \circ \alpha_n$ for each $n \geq 1$. Besides, $C$ is also non-Gorenstein, but we have just proved that the $\beta_n \circ \alpha_n$ are surjective in this case, so the theorem follows.

\begin{remark}
The last lines of the proof above imply that if $C$ is nearly Gorenstein, then $H^0(\omega^n) = H^0((\mathcal{O}_{\hat{C}}^\omega)^n)$ for every $n \geq 1$. In fact, $\beta_n \circ \alpha_n$ surjects $H^0((\mathcal{O}_{\hat{C}}^\omega)^n)$ and $\psi_n(\text{Sym}^nH^0(\omega)) \subset H^0(\omega^n)$. So if $\beta_n \circ \alpha_n = \psi_n$ the assertion follows. Using Definition 2.3 we are able to state more: we claim that actually $\omega^n = (\hat{\omega})^n$ for $n \geq 2$. Indeed, if $C$ is nearly Gorenstein, then $C$ has just one non-Gorenstein point, say $P$, for which the local ring $\mathcal{O}_P$ is almost Gorenstein. Moreover, from [2 Prop. 28] we have that if $\mathcal{O}_P$ is almost Gorenstein, then $\dim((\hat{\omega})_P/\omega_P) = 1$. Now take $x$ as in Definition 2.4. If so, $(\hat{\omega})_P = (\hat{\mathcal{O}}_P x)^n$ [2 proof of Prop. 5.2] and hence $\mathcal{O}_P \subset V_{x,P} \subset \hat{\mathcal{O}}_P$ by the very definition of $\hat{C}$. Then $V_{x,P}^2 \subset \hat{\mathcal{O}}_P$, but $V_{x,P} \not\subseteq V_{x,P}^2$ owing to the proof of [2 Prop. 28]. Hence $V_{x,P}^2 = \hat{\mathcal{O}}_P$ because $\dim(\hat{\mathcal{O}}_P/V_{x,P}) = (\hat{\omega})_P/\omega_P = 1$. Therefore $V_{x,P}^2 = \hat{\mathcal{O}}_P$ for $n \geq 2$. This yields $\omega^n = ((\hat{\omega})_P^n)$ for $n \geq 2$. Since $P$ is the only non-Gorenstein point of $C$, then $\omega$ and $\hat{\omega}$ agree outside $P$. Thus $\omega^n = (\hat{\omega})^n$ for $n \geq 2$, and the claim is proved.
\end{remark}

\begin{definition}
In [7 p. 188 top] Rosenlicht showed that the linear system $\mathcal{L} := (\mathcal{O}_{\hat{C}}^\omega, H^0(\omega))$ is base point free. He then considered the morphism $\pi : \hat{C} \to \mathbb{P}^{g-1}$ defined by $\mathcal{L}$ and called $C' := \pi(C)$ the canonical model of $C$. In [5 Dfn. 4.9] one finds another characterization of $C'$. It is the image of the morphism $\hat{\kappa} : \hat{C} \to \mathbb{P}^{g-1}$ defined by the linear system $\hat{\mathcal{L}} := (\mathcal{O}_{\hat{C}}^\omega, H^0(\omega)).$ Note that this definition of
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$C'$ agrees with the former, which appears in the Introduction. In fact, if $C$ is Gorenstein, then $\hat{C} = C$, $\mathcal{O}_C\omega = \omega$ and $\hat{\kappa}$ is nothing but $\kappa$, the canonical morphism.

**Remark 2.10.** As pointed out in the Introduction, Max Noether’s assertion implies Rosenlicht’s. In fact, since $\omega$ is generated by global sections, Rosenlicht’s assertion is equivalent to this one: $\hat{\kappa}: \hat{C} \to C'$ is an isomorphism. So assume $C$ is nonhyperelliptic and assume Max Noether’s assertion holds: that is, $\text{Sym}^n H^0(\omega) \to H^0(\omega^n)$ is surjective for $n \geq 1$. We will show that $\hat{\kappa}$ is an isomorphism. We first claim there exists $n$ such that $\omega^n = (\hat{\mathcal{O}}\omega)^n$. Indeed, for every singular point $P \in C$, it follows that $\mathcal{O}_P \subset V_{x,P} \subset \hat{\mathcal{O}}_P$. Consider the sequence

$$V_{x,P} \subset V_{x,P}^2 \subset \ldots \subset V_{x,P}^i \subset \ldots \subset \hat{\mathcal{O}}_P.$$  

There exists $n$, depending on $P$, such that $V_{x,P}^n = V_{x,P}$ for every $i \geq n$ because $\dim(\hat{\mathcal{O}}_P/V_{x,P}) < \infty$. Now $V_{x,P}^n$ is a ring and $\mathcal{O}_P$ is the smallest ring in $k(C)$ that contains $V_{x,P}$. Thus $V_{x,P}^n$ and $\mathcal{O}_P$ agree and so do $\omega^n_P$ and $(\hat{\mathcal{O}}\omega)^n$. Take an $n$ that works for all singular points of $C$. Since $\omega$ and $\hat{\mathcal{O}}\omega$ agree outside the singular points of $C$, we have $(\hat{\mathcal{O}}\omega)^n = \omega^n$. For this $n$, consider the sequence

$$\text{Sym}^n H^0(\omega) \to H^0(\mathcal{O}_{C'}(n)) \to H^0((\mathcal{O}_{C'}\omega) \otimes^n) = H^0((\hat{\mathcal{O}}\omega)^n) = H^0(\omega^n),$$

where $\alpha$ and $\beta$ are naturally associated to the morphism $\hat{\kappa}: \hat{C} \to C'$. Max Noether’s assertion implies that $\beta \circ \alpha$ is surjective, so $\beta$ is surjective. But $\beta$ is injective, so $\beta$ is bijective. Hence $h^0(\mathcal{O}_{C'}(n)) = h^0((\mathcal{O}_{C'}\omega) \otimes^n)$. If $C$ is nonhyperelliptic, then $\deg_C(\mathcal{O}_{C'}(n)) = \deg_C((\mathcal{O}_{C'}\omega) \otimes^n)$. Besides, $h^1(\mathcal{O}_{C'}(n)) = h^1((\mathcal{O}_{C'}\omega) \otimes^n) = 0$ taking $n \gg 0$. Hence the Riemann-Roch theorem implies that $\hat{C}$ and $C'$ are of the same arithmetic genus. Therefore, $\hat{\kappa}: \hat{C} \to C'$ is an isomorphism; in other words, Rosenlicht’s assertion holds.

3. **Generalization by means of an intrinsic argument (main theorem)**

In this section we prove the main theorem announced in the Introduction: that is, Max Noether’s assertion holds for nonhyperelliptic curves for which the non-Gorenstein singularities satisfy the following property:

**Definition 3.1.** A point $P \in C$ is called **unibranch** if $\nu^{-1}(P)$ consists of only one point.

For the remainder, we recall some useful results on local algebra and the semigroup of values. As in ([9, p. 113], for instance), the conductor $\mathcal{C}$ is defined as the coherent fractional ideal sheaf on $C$ such that, for each $P \in C$, we have $\mathcal{C}_P = (\mathcal{O}_P : \mathcal{O}_P)$, the largest $\mathcal{O}_P$-ideal contained in $\mathcal{O}_P$; in particular, $\mathcal{C}_P$ is an $\mathcal{O}_P$-ideal as well. Now assume $P$ is singular. From our choice of $x \in \Omega_{k(C)[k]}$, as in Definition 2.4, we have already seen in the proof of Theorem 2.7 that $\mathcal{O}_P \subset V_{x,P} \subset \hat{\mathcal{O}}_P$. So we have a long sequence of inclusions of the $\mathcal{O}_P$-ideals that we are especially interested in:

$$\mathcal{O}_P \supset \mathcal{O}_P \supset \ldots \supset V_{x,P}^n \supset \ldots \supset V_{x,P}^2 \supset V_{x,P} \supset \mathcal{O}_P \supset \mathfrak{m}_P \supset \mathcal{C}_P \supset \mathcal{C}_P^2 \supset \ldots \supset \mathcal{C}_P^n \ldots ,$$

where $\mathfrak{m}_P$ is the maximal ideal of $\mathcal{O}_P$.

Now assume $P$ is unibranch. We use the same notation $v_P$ to the valuation of $\mathcal{O}_P$, applied to either rational functions or differentials. We clearly have $v_P(\mathcal{O}_P) = N$. 
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Set $S_P := v_P(\mathcal{O}_P)$. Define $M_P := S_P \setminus 0$ and $C_P := \{a \in \mathbb{Z} | a + \mathbb{N} \subseteq S_P\}$. We feature two elements in $S_P$ which will be important later on:

$$\alpha_P := \min(C_P) \quad \text{and} \quad \beta_P := \min(M_P).$$

By definition, $\alpha_P - 1$ is the largest integer not in $S_P$. From [3 Lem. 2], we have $C_P = \{f \in k(C) | v_P(f) \geq \alpha_P\}$. So we also have $C_P = t_P^{\alpha_P} \mathcal{O}_P$, where $t_P$ is a local parameter in $\mathcal{O}_P$. Note also that $\beta_P$ agrees with the multiplicity of $P$. It is easily seen that $v_P(\mathfrak{m}_P) = M_P$. Moreover, since the $\mathcal{O}_P$-ideals are of the form $t_P^{\alpha_P} \mathcal{O}_P$ and the latter agrees with $\{f \in k(C) | v_P(f) \geq a\}$, it follows that $t_P^{\beta_P} \mathcal{O}_P$ is the smallest $\mathcal{O}_P$-ideal which contains $\mathfrak{m}_P$, that is, $\mathfrak{m}_P \mathcal{O}_P = t_P^{\beta_P} \mathcal{O}_P$.

From [9 Thm. 2.11] we have

$$v_P(\omega_P) = \{a \in \mathbb{Z} | -a - 1 \notin S_P\}.$$  \hfill (8)

Now $\mathcal{O}_P = \mathcal{C}_P \mathcal{O}_P$ owing to [5 Lem. 2.8] and $v_P(\mathcal{O}_P) = N$ owing to [9 Thm. 2.12] applied to a nonsingular point. This implies that $v_P(x) = -\alpha_P$, which yields

$$v(V_{x,P}) = K_P := \{a \in \mathbb{Z} | \alpha_P - a - 1 \notin S_P\}.$$ \hfill (9)

So we also have a sequence of inclusions in $\mathbb{Z}$ closely related to some $\mathcal{O}_P$-ideals we are focused on:

$$\mathbb{N} \supset K_P \supset S_P \supset M_P \supset C_P.$$ 

We claim that the point $P$ is Gorenstein if and only if $K_P = S_P$. In fact, we have that $P$ is Gorenstein if and only if $V_{x,P} = \mathcal{O}_P$ owing to [5 Lem. 2.9, Eq. (2.9.2)]; on the other hand, $\dim(V_{x,P}/\mathcal{O}_P) = \#(K_P \setminus S_P)$ owing to [8 Prop. 1]. The claim follows. Actually, the claim corresponds to another one which appears frequently in the literature related to semigroups of one-dimensional local rings, even in the multibranch case: the ring is Gorenstein if and only if its semigroup is symmetric (cf. [2] and the references therein).

**Lemma 3.2.** Let $P \in C$ be a unibranch non-Gorenstein point and $t_P$ a local parameter in $\mathcal{O}_P$. Then

$$W^n_x \rightarrow V^n_{x,P} \rightarrow t_P^{-1} C^n_P$$

is surjective for every $n \geq 2$ in the following cases:

(i) $\epsilon = 2n - 1$;

(ii) $\epsilon = 1$ if there is $y_0 \in H^0(\omega)$ with $v_P(y_0) = 0$;

(iii) $\epsilon = 0$ if there are $y_0, y_1 \in H^0(\omega)$ with $v_P(y_0) = 0$, and $v_P(y_1) = 1$ or 2.

**Proof.** Call $\alpha := \alpha_P$, $\beta := \beta_P$ and $t := t_P$ for short. Consider the sequence

$$V^n_{x,P} \supset C_P \supset t^{\alpha - \beta} C_P = t^{-\beta} C^n_P \supset C^n_P \supset C_P$$

of which each inclusion will correspond to a step of our proof.

**Step 1.** $W^n_x \rightarrow V^n_{x,P}/C_P$.

From the proof of [5 Lem. 6.1] we have $V_{x,P} \subset W_x + C_P$. On the other hand, both $C_P$ and $W_x$ are contained in $V_{x,P}$. We are led to

$$V_{x,P} = W_x + C_P.$$ \hfill (10)

Now $W_x \subset V_{x,P} \subset \mathcal{O}_P$. Thus if $a \in W_x$ and $b \in C_P$, then $ab \in C_P$. This yields

$$V^n_{x,P} = W^n_x + C_P,$$ \hfill (11)

which proves the claim of the first step.
Step 2. $C_P/t^{\alpha-\beta}C_P$ is generated by images of elements in $W_x^2$.

Call $v := v_P$, $S := S_P$ and $K := K_P$ for short. Since $P$ is non-Gorenstein, $K \supseteq S$. Take $d_1 \in K \setminus S$. Then $d_2 := \alpha - d_1 - 1 \in K \setminus S$ by the very definition of $K$.

Let $r$ be the greatest integer such that $(r+1)\beta \leq \alpha$. Assume $r \geq 1$. In particular, $2\beta \leq \alpha$. We claim that for every $1 \leq i \leq r$ one can find nonnegative integers $q_1, q_2$ such that $i = q_1 + q_2$ and $q_i \beta + d_j < \alpha$ for $j = 1, 2$. Indeed, it suffices to prove this for $r$ because if $i < r$, one can take $q_1 := \min\{i, q_1\}$ and $q_2 := i - q_1 \leq q_2$. 

Suppose without loss of generality that $d_1 \leq d_2$. Take $q_2$ as the greatest integer such that $q_2 \beta \leq d_1$ and $q_1 := r - q_2$. Since $d_1 \leq d_2$ and $d_1 + d_2 = \alpha - 1$ we have $2d_1 < \alpha$. Therefore $(q_2 + 1)\beta \leq d_1 + \beta \leq 2 \max\{d_1, \beta\} \leq \alpha$ and hence $r \geq q_2$ due to the definition of $r$. This implies that $q_1 \geq 0$. Now $q_2 \beta + d_2 \leq d_1 + d_2 < \alpha$ and $q_1 \beta + d_1 = (r - q_2)\beta + d_1 = r\beta - q_2 \beta + d_1 \leq (\alpha - \beta) + (d_1 - q_2 \beta) < \alpha$ because $d_1 - q_2 \beta < \beta$ due to the definition of $q_2$. This proves the claim.

Now take $a_1, a_2 \in V_{x, P}$ such that $v(a_1) = d_1$ and $v(a_2) = d_2$, and $m \in \mathcal{O}_P$ such that $v(m) = \beta$. Since $V_{x, P}$ is an $\mathcal{O}_P$-module, $m^{q_1}a_j \in V_{x, P}$ for $1 \leq i \leq r$ and $j = 1, 2$. From (11), write $m^{q_1}a_j = a_j' + a_j''$ with $a_j' \in W_x$ and $a_j'' \in \mathcal{C}_P$. Set $f_i := a_1a_2$. We have $f_i \in W_x^2$ for $1 \leq i \leq r$. Besides,

$$v(f_i) = v(a_1') + v(a_2') = v(m^{q_1}a_1) + v(m^{q_2}a_2) = v(m^{q_1+q_2}a_1a_2) = v(m^{q_1}a_1a_2) = i\beta + d_1 + d_2 = i\beta + \alpha - 1,$$

where the second equality holds because, for $j = 1, 2$, we have $v(m^{q_j}a_j) = q_j \beta + d_j < \alpha \leq v(a_j'')$, which implies that $v(m^{q_j}a_j) = v(a_j')$.

We claim that one can find a set of elements $\{b_1, \ldots, b_{r-1}\} \subset W_x$ such that

$$v(b_i) = i + \alpha - \beta - 1;$$

in fact, from (9), we have $i + \alpha - \beta - 1 \notin K$ because $0 < \alpha - (i + \alpha - \beta - 1) = \beta - i < \beta$, and hence $\alpha - (i + \alpha - \beta - 1) \notin S$. Thus there is $b_i' \in V_{x, P}$ such that $v(b_i') = i + \alpha - \beta - 1$: write $b_i' = b_i + c_i$ as in (10) with $b_i \in W_x$ and $c_i \in \mathcal{C}_P$. Since $v(c_i) \geq \alpha > i + \alpha - \beta - 1 = v(b_i')$, we must have $v(b_i') = v(b_i)$, and the claim follows. Now for $1 \leq i \leq r$ we clearly have $m^i \in \mathcal{O}_P \subset V_{x, P}$ and we also have $v(m^i) = i\beta < \alpha$. Use (10) to find $m_i \in W_x$ such that $v(m_i) = i\beta$. If $\beta \ni \alpha$ we claim that there is $m_{r+1} \in W_x$ such that $v(m_{r+1}) = (r+1)\beta$. In fact, in this case, $\alpha - (r+1)\beta$ cannot be 0 since $\beta \ni \alpha$ cannot be 1 since $\alpha - 1$ is never in $S$ and $(r+1)\alpha$ is always in $S$, and cannot be smaller than 0 or larger than or equal to $\beta$ due to the definition of $r$. So $2 \leq \alpha - (r+1)\beta < \beta$, which implies $1 \leq \alpha - (r+1)\beta - 1 < \beta$ and hence $\alpha - (r+1)\beta - 1 \notin K$ because $\beta$ is its smallest strictly positive element. It follows that $(r+1)\beta \in K$, and one finds such an $m_{r+1}$ the same way as above.

Now write $\alpha = (r+1)\beta + p$ with $0 \leq p < \beta$. Set

$$A_1 := \bigcup_{i=1}^{r} \{m_ib_1, \ldots, m_ib_{p-1}, f_i\} \cup \{m_{r+1}b_1, \ldots, m_{r+1}b_p\},$$

where the set at the left hand side of the union is empty if $r = 0$ and so is the set at the right hand side if $p = 0$. We claim that $A_1$, which is contained in $W^2_x$ by construction, provides a basis for $C_P/t^{\alpha-\beta}C_P$. In fact, first, $A_1$ is of the right size because $\dim(C_P/t^{\alpha-\beta}C_P) = \alpha - \beta$ and $|A_1| = r\beta + p = \alpha - \beta$. Second, $A_1 \subset C_P$ and its elements are linearly independent mod $t^{\alpha-\beta}C_P$, as one can see by computing
values:
\[ v(m_1b_1) = \alpha \quad \ldots \quad v(m_1b_{\beta-1}) = \alpha + \beta - 2 \quad v(f_1) = \alpha + \beta - 1 \]
\[ \vdots \]
\[ v(m_r b_1) = \alpha + (r-1)\beta \quad \ldots \quad v(m_r b_{\beta-1}) = \alpha + r\beta - 2 \quad v(f_r) = \alpha + r\beta - 1 \]
\[ v(m_{r+1} b_1) = \alpha + r\beta \quad \ldots \quad v(m_{r+1} b_p) = 2\alpha - \beta - 1. \]

This proves the claim, and we are done with the second step.

**Step 3.1.** \( t^{-\beta}C_P^2/t^{-3}C_P^2 \) is generated by images of elements in \( W_x^2 \).

Assume \( \beta > 3 \) for otherwise the claim trivially holds. Consider the set
\[ A_2 := \{ b_{\beta-1}b_1, \ldots, b_{\beta-1}b_{\beta-2}, b_{\beta-1}^2 \}. \]
It is contained in \( W_x^2 \) by construction and provides a basis for \( t^{-\beta}C_P^2/t^{-3}C_P^2 \). In fact, \( \dim(t^{-\beta}C_P^2/t^{-3}C_P^2) = \beta - 3 = |A_2| \). Besides, \( A_2 \subset t^{-\beta}C_P^2 \) and its elements are linearly independent mod \( t^{-3}C_P^2 \), as one can see by computing values:
\[ v(b_{\beta-1}b_3) = 2\alpha - \beta \quad \ldots \quad v(b_{\beta-1}^2) = 2\alpha - 4. \]

**Step 3.2.** If (ii) or (iii) holds, then \( t^{-\beta}C_P^2/t^{-r}C_P^2 \) is generated by images of elements in \( W_x^n \).

If there is \( y_0 \in H^0(\omega) \) with \( v(y_0) = 0 \), then \( h_0 := y_0/x \in W_x \) and \( v(h_0) = \alpha \).
Consider the set
\[ A_2' := \{ h_0 b_1, \ldots, h_0 b_{\beta-1} \}. \]
It is contained in \( W_x^2 \) by construction and provides a basis for \( t^{-\beta}C_P^2/t^{-1}C_P^2 \). In fact, \( \dim(t^{-\beta}C_P^2/t^{-1}C_P^2) = \beta - 1 = |A_2'| \). Besides, \( A_2' \subset t^{-\beta}C_P^2 \) and its elements are linearly independent mod \( t^{-1}C_P^2 \), as one can see by computing values:
\[ v(h_0 b_3) = 2\alpha - \beta \quad \ldots \quad v(h_0 b_{\beta-1}) = 2\alpha - 2. \]

If, besides, there is \( y_1 \in H^0(\omega) \) such that \( v(y_1) = 1 \) (resp. \( v(y_1) = 2 \)), then \( h_1 := y_1/x \in W_x \) and \( v(h_1) = \alpha + 1 \) (resp. \( v(h_1) = \alpha + 2 \)). Thus one forms \( A_2'' \) by adjoining \( h_1 b_{\beta-1} \) (resp. \( h_1 b_{\beta-2} \)) to \( A_2' \) in order to get a basis for \( t^{-\beta}C_P^2/t^{-2}C_P^2 \).

**Step 3.3.** \( t^{-3}C_P^2/t^{-2n+1}C_P^2 \) is generated by images of elements in \( W_x^n \).

The set \( B := \{ f_1 \} \cup A_1 \cup A_2 \) is contained in \( W_x^2 \) by construction. Then
\[ A_3 := \bigcup_{i=1}^{n-2} b_{\beta-1}^i B \]
and \( A_3 \subset t^{-3}C_P^2 \) and its elements are linearly independent mod \( t^{-2n+1}C_P^2 \), as one sees by computing values:
\[ v(b_{\beta-1} f_1) = 2\alpha - 3 \quad \ldots \quad v(b_{\beta-1}^n) = n\alpha - 2n. \]

**Step 3.4.** If (ii) or (iii) holds, then \( t^{-r}C_P^2/t^{-r}C_P^2 \) is generated by images of elements in \( W_x^n \).

The set \( B' := \{ f_1 \} \cup A_1 \cup A_2' \) is contained in \( W_x^2 \) by construction. Then
\[ A_3' := \bigcup_{i=1}^{n-2} h_0^i B' \]
is contained in $W_x^n$, and it is easily checked that $A_3 \subset t^{-1}C_P$ and its elements are linearly independent mod $t^{-1}C_P$. If there is $y_1 \in H^0(\omega)$ such that $v(y_1) = 1$ or 2, then form $B''$ by discarding $f_1$ in $B'$ and replacing $A_2'$ by $A_2''$. Then form $A_3''$ by replacing $B'$ by $B''$ in $A_3'$. We are finally done. □

Lemma 3.3. Let $P \in C$ be a nonsingular point. Then:

(i) If $g \geq 1$, there is $y_0 \in H^0(\omega)$ with $v_P(y_0) = 0$.

(ii) If $C$ is nonhyperelliptic, there is $y_1 \in H^0(\omega)$ with $v_P(y_1) = 1$.

(iii) If $C$ is hyperelliptic and $g \geq 2$, there is $y_1 \in H^0(\omega)$ with $v_P(y_1) = 1$ or 2.

Proof. According to [4, p. 536 mid] or [5, Lem 3.1.(1)], if $g \geq 1$, then $\omega$ is generated by global sections; in particular $\omega_P = \mathcal{O}_P y_0$ for $y_0 \in H^0(\omega)$. Since $P$ is nonsingular, from [5] there is $y \in \omega_P$ such that $v_P(y) = 0$. We have $v_P(y_0) \geq 0$ due to [5] as well. Since $y = f y_0$ for $f \in \mathcal{O}_P$, this forces $v_P(y_0) = 0$ and (i) is proved.

Assume that $C$ is nonhyperelliptic. If $h^0(\omega(-P)) = h^0(\omega(-2P))$, then $h^1(\omega(-2P)) > h^1(\omega(-P))$ because $\deg(\omega(-P)) > \deg(\omega(-2P))$. So $h^0(\mathcal{O}(2P)) > h^0(\mathcal{O}(P)) \geq 1$. Since $\deg(\mathcal{O}(2P)) = 2$, the existence of a degree 2 morphism $C \to \mathbb{P}^1$ follows, contrary to the hypothesis that $C$ is nonhyperelliptic. Therefore $h^0(\omega(-P)) > h^0(\omega(-2P))$. Thus there exists $y_1 \in H^0(\omega(-P)) \subset H^0(\omega)$ such that $v(y_1) = 1$ and (ii) is proved.

Assume that $C$ is hyperelliptic and that $g \geq 2$. According to [10, pp. 95-96], [4, p. 188 top] or [5, Prop. 2.6(1)] there is $a \in k(C)$ and a differential $y$ such that $[k(C) : k(a)] = 2$ and $H^0(\omega) = \langle y, ay, \ldots, a^{g-1}y \rangle$, and we may also assume $\text{div}(a) = P + Q$. Again, since $\omega$ is generated by $H^0(\omega)$ and since $v_P(a) \geq 1$, one has $\omega_P = \mathcal{O}_P y$ which forces $v_P(y) = 0$. Setting $y_1 := ay$, then $v_P(y_1) = 1$ or 2 depending on whether $P$ differs from $Q$ or not. This proves (iii). □

Lemma 3.4. If $g \geq 2$, then $h^1(\omega^n) = 0$ for $n \geq 2$.

Proof. We first claim that $\deg(\omega^n) > \deg(\omega)$ for every $n \geq 2$. In fact, set $\eta_P = \dim(\omega_P/\mathcal{O}_P x)$ and $\eta = \sum_{P \in C} \eta_P$. Then, focusing just on the contributions of Gorenstein points to $\deg(\omega)$, we get

$\deg(\omega^n) - \deg(\omega) \geq (n-1)(2g-2-\eta)$

$= (n-1)((g-2) + (g-\eta))$.

But $g > \eta$ unless $g = 0$ owing to the proof of [5, Prop. 5.2]. This proves the claim. Therefore $\chi(\omega^n) > \chi(\omega) = g - 1$, and the result follows from [5, Lem. 5.1.(1)]. □

Lemma 3.5. Let $P \in C$ be a unibranch non-Gorenstein point. Let $\bar{C}$ be the curve obtained from $C$ resolving $P$ and $\bar{g}$ its genus. Let $\varphi : \bar{C} \to C$ be the natural morphism and $\bar{\omega} := \varphi_*(\omega_{\bar{C}})$. If $\bar{g} \geq 2$, then

$\text{Sym}^n H^0(\omega) \to H^0(\omega^n)/H^0(\bar{\omega}^n)$

is surjective for every $n \geq 1$.

Proof. Note first that once a differential is fixed, the stalk of the dualizing sheaf of any curve at a point is completely determined by its local ring. So if we take $k(\bar{C}) = k(C) = k(C)$, we clearly have $\omega_Q = \omega_Q$ for $Q \neq P$ and $\omega_P = \mathcal{O}_P = C_P \omega_P \subset \omega_P$ (see [5, Lem. 2.8] for the second equality). So we have that $\omega^n$ is a subsheaf of $\omega^n$ for all $n \geq 1$. 
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Form the long exact sequence
\[ 0 \to \text{F}^0(\omega^n) \to \text{F}^0(\omega^n) \xrightarrow{\text{Q}} \text{F}^1(\omega^n) \to \text{F}^1(\omega^n) \to \text{F}^1(\omega^n). \]

Now \( h(\omega) = h(\omega^n) = 1 \) and \( g \geq \tilde{g} \geq 2 \), which implies \( h(\omega^n) = h(\omega^n) = 0 \) for \( n \geq 2 \) due to Lemma 3.4. Then \( u \) is surjective, and so \( H^0(\omega^n)/H^0(\omega^n) = H^0(\omega^n/\omega^n) = \omega_x/P/\omega^{\tilde{y}}. \) So we need to show that \( \text{Sym}^n\text{F}^0(\omega) \to \omega_x/P/\omega^{\tilde{y}} \) is surjective.

As said above, \( \tilde{\omega}_x = \omega_x/P, \) and \( \tilde{\omega}_x = \omega_x/P \) owing also to [3 Lem. 2.8]. This implies \( \tilde{\omega}_x, \tilde{\omega}_y = \text{F}^0(\omega), \) and \( \tilde{\omega}_x = \omega_x/P \) besides, \( \text{Sym}^n\text{F}^0(\omega) \to \text{F}^0(\omega) \) is surjective, as can be seen by considering the map \( \text{F}^0(\omega) \to \text{F}^0(\omega) \) given by \( y \to y/\tilde{y} \) and then taking \( n \)-fold products in \( k(C) \). So it suffices to show that \( \text{F}^n_x \to \text{F}^n_x/P/\omega_x \) is surjective for \( n \geq 1 \).

Let \( \tilde{P} \) be the point of \( \tilde{C} \) which lies over \( P \). Since \( \tilde{g} \geq 2 \), Lemma 3.3 implies the existence of \( y_0, y_1 \in \text{F}^0(\omega) \) such that \( v_0(y_0) = 0 \) and \( v_0(y_1) = 1 \) or 2. But \( H^0(\omega) \subset H^0(\omega) \) and \( v_0 = v_0 \) as functions by the very definition. So there are \( y_0, y_1 \in H^0(\omega) \) such that \( v_0(y_0) = 0 \) and \( v_0(y_1) = 1 \) or 2. Lemma 3.2(iii) implies that \( \text{F}^n_x \to \text{F}^n_x/P/\omega_x \) is surjective for \( n \geq 1 \). □

**Lemma 3.6.** Let \( P \in C \) be a unibranch point of multiplicity at least 3. Let \( \tilde{C} \) be the curve obtained from \( C \) by resolving \( P \) and let \( \tilde{g} \) be its genus. Let \( \varphi : \tilde{C} \to C \) be the natural morphism and \( \tilde{\omega} := \varphi_x(\omega_\tilde{C}) \). If \( \tilde{C} \) is hyperelliptic and \( \tilde{g} \geq 2 \), then
\[ \text{Sym}^nH^0(\omega) \to H^0(\tilde{\omega}) \]
is surjective for every \( n \geq 1 \).

**Proof.** Since \( \tilde{C} \) is hyperelliptic and \( \tilde{g} \geq 2 \), there is \( a \in k(C) \) such that \( \text{deg}(\text{div}_0(a)) = 2 \) and
\[ H^0(\tilde{\omega}) = \langle y, ay, \ldots, a^{\tilde{g} - 1}y \rangle \]
for a certain \( y \in F^0(\tilde{\omega}) \). First, recall definition 5 for what we mean by \( H^0(\tilde{\omega}) \). On the one hand, \( \text{dim}(H^0(\tilde{\omega})) = \text{deg}(\tilde{\omega}) - 1 + 1 \) due to 12. On the other hand, if \( n \geq 2 \), then \( \text{dim}(H^0(\tilde{\omega})) = \text{deg}(\tilde{\omega}) (2n - 1)(\tilde{g} - 1) \) owing to Riemann-Roch and Lemma 3.1. So, if \( n \geq 2 \), there are elements in \( H^0(\tilde{\omega}) \) which are not in \( H^0(\bar{\omega}) \).

We will show that these elements are in \( H^0(\omega) \) by proving that \( \bar{W}_{y,\omega} \subset W_{y,\tilde{\omega}} \).

Let \( \tilde{P} \in \tilde{C} \) be the point which lies over \( P \) and let \( \psi := (1 : a) : \tilde{C} \to \mathbb{P}^1 \) be the degree 2 morphism. We will consider two cases.

1. \( \tilde{P} \) is a ramification point of \( \psi \).

Let \( \mathcal{P} \in \tilde{C} \) be the point which lies over \( \tilde{P} \) and \( P \). In this case we may take
\[ \text{div}(a) = 2\mathcal{P} - Q - R, \]
where \( Q, R \) lie over nonsingular points, say \( Q, R, \) of \( C \).

Since the multiplicity of \( P \) is at least 3, one is able to consider the partial normalization map \( \phi : C^* \to C \), where \( C^* \) is obtained from \( C \) by replacing \( P \) by a point \( P^* \) of multiplicity 3 for which the maximal ideal agrees with the conductor. In other words, if \( \mathcal{O}^* := \phi_x(\mathcal{O}_{C^*}) \), then \( \mathcal{O}^* = t_P^4\mathcal{O}_P. \) Set \( \omega^* := \phi_x(\omega_{C^*}). \) If \( h^1(\mathcal{O}^*(Q + R)) = h^1(\omega^*(Q + R)) \), then \( h^0(\mathcal{O}^*(Q + R)) = h^0(\omega^*(Q + R)) = 1 \) because \( \text{deg}(\mathcal{O}^*(Q + R)) = \text{deg}(\omega^*(Q + R)) + 1 \). Now if \( Q^* \) and \( R^* \) are the points of \( C^* \) lying over \( Q \) and \( R \), then \( \text{deg}(\mathcal{O}_{C^*}(Q^* + R^*)) = 2 \) and \( h^0(\mathcal{O}_{C^*}(Q^* + R^*)) = h^0(\omega^*(Q + R)) \geq 2. \) It follows that \( C^* \) is hyperelliptic, which cannot happen
because it has a point \( P^* \) with multiplicity 3 (actually \( P^* \) is even non-Gorenstein) but hyperelliptic curves have double points at worst [5 Prop. 2.6.(2)].

Therefore \( h^1(O^*(Q+R)) < h^1(O^*(Q)) \), that is, \( H^0(\omega^*(-Q-R)) \subset H^0(\omega^*(-Q)) \). By construction \( \omega^*_Q = \tilde{\omega}_Q \) and \( \omega^*_R = \tilde{\omega}_R \). Besides, (12) and (13) imply \( \tilde{\omega}_Q = \mathcal{O}_Q a^{\beta-1}y \) and \( \tilde{\omega}_R = \mathcal{O}_R a^{\beta-1}y \). Then there exists \( b \in k(C) \) such that \( by \in H^0(\omega^*) \) and with \( v_Q(b) = -\bar{g} + 2 \) and \( v_R(b) = -\bar{g} + 1 \).

Now set

\[
B := \{1, a, \ldots, a^{n(\beta-1)}, ba^2, \ldots, b^a(a-1)(\beta-1)\}.
\]

We claim \( \tilde{W}_{y,n} = \langle B \rangle \subset W^\ast_y \). In fact, first, \( B \) is a \( k \)-linearly independent set, as one can easily see by computing \( v_Q \) and \( v_R \) of its elements. Second, \( \vert B \vert = (2n - 1)(\bar{g} - 1) = h^0(\tilde{\omega}^n) = \dim(\tilde{W}_{y,n}) \). Third, \( B \subset \tilde{W}_{y,n} \). Indeed, the \( a^i \)'s are clearly in \( \tilde{W}_{y,n} \) and the \( ba^i \)'s are in \( \tilde{V}_{y,S} \) for \( n \geq 2 \) and \( S \neq P \) because \( \tilde{\omega} \) and \( \omega^* \) agree outside \( P \), by \( by \in H^0(\omega^*) \) and so \( b \in \tilde{V}_{y,S} \) for \( S \neq P \). Let us show that the \( ba^i \)'s are in \( \tilde{V}_{y,p} \). From (12) and (13) we have that \( \tilde{\omega}_P = \mathcal{O}_P y \), in particular that \( v_P(y) = 0 \) as seen in the proof of Lemma [3,3]. Now \( by \in H^0(\omega^*) \), and so, according to (8), its pole at \( P \) has order at most \( \alpha_P = 3 \). Hence \( v_P(b) = v_P(by) \geq -3 \). Therefore \( v_P(ba^2) = v_P(a^2) + v_P(b) \geq 4 - 3 > 0 \). So \( ba^2 \in \mathcal{O}_P = \tilde{V}_{y,p} \). This implies that all the \( ba^i \)'s are in \( \tilde{V}_{y,p} \). So we have proved \( \tilde{W}_{y,n} = \langle B \rangle \). Since \( H^0(\omega^*) \subset H^0(\omega) \) it follows that \( b \in W_y \), and since \( H^0(\tilde{\omega}) \subset H^0(\omega) \) it follows that the \( a^i \)'s are in \( W_y \). So \( B \subset W^\ast_y \) as desired, and we are done with the first case.

2. \( \bar{P} \) is not a ramification point of \( \psi \).

Now we consider \( C^\ast \), the curve obtained from \( C \) by replacing \( P \) by a point \( P^* \) of multiplicity 2 for which the maximal ideal agrees with the conductor. We claim \( C^\ast \) is nonhyperelliptic. Indeed, otherwise we would be able to take \( a \in \mathcal{O}_{C^\ast,p^*} \). But if so, subtracting \( a \) by a suitable constant we may suppose it is not a unit in \( \mathcal{O}_{C^\ast,p^*} \) and so \( v_P(a) = 2 \), but this contradicts the fact that \( \bar{P} \) is not a ramification point of \( \psi \). Actually, it is easy to see that \( \mathcal{O}_{C^\ast,1,a} \) is a \( g_1^1 \) on \( C^\ast \) with a nonremovable base point \( P^* \) and so \( C^\ast \) is trigonal.

Then we proceed verbatim as in Case [1] up to the following change: we take \( \text{div}(a) = \mathcal{P} + \mathcal{P}_1 - \mathcal{Q} - \mathcal{R} \) with \( \mathcal{P}_1 \neq \mathcal{P} \) and so \( v_P(a) = 1 \); we have \( \alpha_P = 2 \) and hence \( v_P(b) = v_P(by) \geq -2 \). Therefore \( v_P(ba^2) = v_P(a^2) + v_P(b) \geq 2 - 2 = 0 \).

**Theorem 3.7.** Let \( C \) be a nonhyperelliptic curve whose non-Gorenstein points are unibranch. Then the homomorphisms

\[
\text{Sym}^n H^0(C, \omega) \longrightarrow H^0(C, \omega^n)
\]

are surjective.

**Proof.** We proceed by induction on the number of non-Gorenstein points of \( C \). Assume first that there is only one non-Gorenstein point \( P \in C \). Let \( \bar{C} \) be the curve obtained from \( C \) by resolving \( P \) and let \( \bar{g} \) be its genus. Let \( \varphi : \bar{C} \rightarrow C \) be the natural morphism and \( \tilde{\omega} := \varphi_\ast (\omega_{\bar{C}}) \).

If \( \bar{g} = 0 \), then \( h^0(\tilde{\omega}^n) = 0 \) for \( n \geq 1 \) and \( h^1(\omega^n) = 0 \) for \( n \geq 2 \) due to Lemma [3,3] because \( g \geq 2 \) since \( C \) is non-Gorenstein. Besides, from Lemma [3.2](i) we have
dim(W^x_n) \geq \dim(V^x_n/t^P_{-1}C^x_n) \text{ for } n \geq 2, \text{ and we have already seen that } \widetilde{V}_{x,P} = C_P. \text{ Assuming } n \geq 2, \text{ these statements lead us to }
\dim(H^0(\omega^n)) = h^0(\omega^n) = h^0(\widetilde{\omega}^n)
= \deg(\omega^n) - \deg(\widetilde{\omega}^n) - h^1(\widetilde{\omega}^n)
= \dim(\omega_P^n/\widetilde{\omega}_P^n) - (2n - 1)
= \dim(V^x_n/V^x_n) - (2n - 1)
= \dim(V^x_n/C^x_P) - (2n - 1)
= \dim(V^x_n/t_P^{-2n}C^x_P)
\leq \dim(W^x_n) = \dim(H^0(\omega^n)).

Now, recalling the definition of $H^0(\omega^n)$ in (4), we have the natural sequence of morphisms

\[ \text{Sym}^n H^0(\omega) \xrightarrow{\phi} H^0(\omega^n) \xrightarrow{i} H^0(\omega^n), \]

where $\phi$ is surjective and $i$ is the inclusion and hence injective. Now the theorem trivially holds for $n = 1$, and we have just seen that $\dim(H^0(\omega^n)) \leq \dim(H^0(\omega^n))$ if $n \geq 2$, so $H^0(\omega^n)$ and $H^0(\omega^n)$ have to agree if $n \geq 2$, that is, $\text{Sym}^n H^0(\omega)$ surjects $H^0(\omega^n)$ if $n \geq 2$, and hence the theorem holds if $C$ has just one non-Gorenstein point and $\bar{g} = 0.$

If $\bar{g} = 1$, then $\omega_C \cong \mathcal{O}_C$. In particular, $H^0(\widetilde{\omega})^n = H^0(\omega^n)$. Besides, if $\bar{g} = 1$, then there exists $y_0 \in H^0(\widetilde{\omega}) \subset H^0(\omega)$ such that $v_P(y_0) = 0$ owing to Lemma 3.3(i). Hence Lemma 3.2(ii) implies that $W^x_n \rightarrow V_x, P^n/t^P_C$ is surjective. Since $\widetilde{V}_{x,P} = C_P$ and $\widetilde{W}_x = W_x \cap \widetilde{V}_{x,P}$ it follows that $W^x_n/\widetilde{W}_x \rightarrow V_x, P^n/t^P_C$ remains surjective. These statements lead us to

\[ \dim(H^0(\omega^n)/H^0(\widetilde{\omega}^n)) = \dim(H^0(\omega^n)/H^0(\omega^n))
= h^0(\omega^n) - h^0(\widetilde{\omega}^n)
= \deg(\omega^n) - \deg(\widetilde{\omega}^n) - h^1(\widetilde{\omega}^n)
= \dim(\omega_P^n/\widetilde{\omega}_P^n) - 1
= \dim(V^x_n/V^x_n) - 1
= \dim(V^x_n/C^x_P) - 1
= \dim(V^x_n/t_P^{-1}C^x_P)
\leq \dim(W^x_n/\widetilde{W}_x)
= \dim(H^0(\omega^n)/H^0(\widetilde{\omega})^n). \]

Therefore $\dim(H^0(\omega^n)) \leq \dim(H^0(\omega^n))$, and by the same argument used for $\bar{g} = 0$, we conclude that the theorem also holds if $C$ has just one non-Gorenstein point and $\bar{g} = 1.$

Now $P$ has multiplicity at least 3 for it is non-Gorenstein, and $\widetilde{C}$ is Gorenstein because $P$ is the only non-Gorenstein point of $C$. Thus if $\bar{g} \geq 2$, either $\widetilde{C}$ is hyperelliptic and so $\text{Sym}^n H^0(\omega) \rightarrow H^0(\widetilde{\omega}^n)$ is surjective owing to Lemma 3.6 or else $\widetilde{C}$ is nonhyperelliptic Gorenstein and so $\text{Sym}^n H^0(\widetilde{\omega}) \rightarrow H^0(\widetilde{\omega}^n)$ is surjective owing to Theorem 2.7. Besides, $\text{Sym}^n H^0(\omega) \rightarrow H^0(\omega^n)/H^0(\widetilde{\omega}^n)$ is surjective due to Lemma 3.5. Therefore the theorem holds if $C$ has just one non-Gorenstein point.
If \( C \) has many non-Gorenstein points, define \( \tilde{C} \) by resolving just one of them. Then \( \text{Sym}^n H^0(\tilde{\omega}) \rightarrow H^0(\tilde{\omega}^n) \) by induction and \( \text{Sym}^n H^0(\omega) \rightarrow H^0(\omega^n)/H^0(\tilde{\omega}^n) \) owing to Lemma 3.5. We are done.

Remark 3.8. Though it was not our aim, one can combine Theorem 3.7 with Theorem 2.7 to get the following result: if \( C \) is a nonhyperelliptic curve with at most one multibranch non-Gorenstein point which is also almost Gorenstein, then \( \text{Sym}^n H^0(\omega) \rightarrow H^0(\omega^n) \) is surjective for \( n \geq 1 \). The proof is basically the same as Theorem 3.7 just using Theorem 2.7 in its full generality.
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