ON THE IRREDUCIBLE COMPONENTS
OF THE SINGULAR LOCUS OF $A_g$. II
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Abstract. In our earlier paper it was proved that the singular locus of $A_g$
(coarse moduli space of principally polarized abelian varieties over $\mathbb{C}$) is ex-
pressed as the union of irreducible varieties $A_g(p, \alpha)$ representing abelian va-
rieties with an order $p$ automorphism of fixed entire representation. In this
paper we prove that $A_g(p, \alpha)$ is an irreducible component of $\text{Sing} A_g$ if and
only if for a general element of this variety its automorphism group modulo
\{±1\}, $G_+$, satisfies the equivalent conditions: $G_+ = \langle \alpha \rangle$ or $N G_+ (\langle \alpha \rangle) = \langle \alpha \rangle$.

We illustrate how these results can be used by studying the case $g = 4$ and
$p = 5$.

1. Introduction

This paper is a direct continuation of our previous works ([4], [5], [6]). The
central problem is to determine the irreducible components of the singular locus of
$A_g$, the moduli space of principally polarized abelian varieties (p.p.a.v. from now
on) of dimension $g \geq 3$ over $\mathbb{C}$. The singular locus $\text{Sing} A_g$ is well known to be the
set representing abelian varieties with a nontrivial automorphism group (i.e., an
automorphism group different from \{±1\}) ([8], [9]).

We denote by $X$ a p.p.a.v. and by $G = \text{Aut}(X)$ the group of automorphisms of
$X$, understood as the group of automorphisms of the algebraic group $X$ preserving
the polarization. We also denote $G_+ = \text{Aut}_+(X) = \text{Aut}(X)/\{±1\}$. Note that
$\text{Aut}(X) = \text{Aut}_+(X) \times \{±1\}$.

In [4] it was proved that $\text{Sing} A_g$ decomposes into irreducible subvarieties $A_g(p, \alpha)$
representing abelian varieties with an order $p$ automorphism and fixed integer repre-
sentation when restricted to the lattice $E$ defining the abelian variety. Thus, the
determination of the irreducible components of $\text{Sing} A_g$ reduces to determining the
possible inclusions $A_g(p, \alpha) \subset A_g(q, \beta)$.

The main results of this paper can be summarized as follows:

**Theorem 1.1.** Let $A_g(p, \alpha)$ be an irreducible variety associated with the odd prime
order $p$ automorphism $\alpha$. Assume $\alpha$ acts on the tangent spaces of the elements of
$A_g(p, \alpha)$ without eigenvalues equal to 1. Then the following are equivalent:
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\[ A_g(p, \alpha) \text{ is an irreducible component of } \text{Sing} A_g. \]

\[ \text{ii) If } [X] \in A_g(p, \alpha) \text{ is a general element, then } \text{Aut}_+(X) = \langle \alpha \rangle. \]

\[ \text{iii) If } [X] \in A_g(p, \alpha) \text{ is a general element, then } N_{\text{Aut}_+(X)}(\langle \alpha \rangle) = \langle \alpha \rangle. \]

The equivalence \( i) \iff ii \) is the content of Theorem 3.1 and \( ii) \iff iii \) is Theorem 4.2. Note that \( ii) \Rightarrow i \) is a consequence of our previous work (4) and \( ii) \Rightarrow iii \) is trivial. Thus the issue is to prove the converse of these propositions.

Section 2 contains a summary of previous results that will be used in the subsequent arguments as well as a couple of generalizations. In particular, we give a brief account of the technical sources of this paper, namely the works by Oort on infinitesimal deformations of abelian varieties with endomorphism ([5], [6]), which we develop in detail, for the case of a cyclic automorphism, in [4] and in section 2 of the present article, the work of Bennama and Bertin ([11], [10]) on extremal p.p.a.v with nontrivial automorphism and the so-called “degeneration argument”, which permits ensuring the existence of products of extremal abelian varieties in each variety \( A_g(p, \alpha) \).

The degeneration argument is based on the construction of abelian varieties with a given complex multiplication type ([11], [7]). Another important fact used throughout is the classification of the integer representations of cyclic groups of prime order ([3], [10]).

This section is almost completely expository, and the reader with some acquaintance with our previous papers ([11], [5], [6]) and the previously explained technical sources could safely skip its reading and come back occasionally to it when some justification is needed. The proofs included are only intended to cover some gaps in the argumentation or to correct some small inaccuracies in our preceding works.

In section 3 we prove Theorem 3.1, which states implication \( i) \Rightarrow ii \) of Theorem 1.1. Notice that \( A_g(\alpha) \) is not defined in terms of total automorphism groups, but in terms of cyclic automorphisms of order \( p \) acting on abelian varieties; therefore equalities of the types \( A_g(\alpha) = A_g(\beta) \) cannot be discarded a priori. The implication \( i) \Rightarrow ii \) consists precisely of proving the impossibility of such an equality assuming that \( A_g(\alpha) \) is an irreducible component of \( \text{Sing} A_g \). Maybe a little bit surprisingly, this implication is by no means trivial.

As a preparatory step we also prove:

**Lemma 3.2.** Let \([X] \in A_g(p, \alpha)\) be a general element and \( G_+ = \text{Aut}_+(X) \). If \( d\alpha \) acts with \( n_0 = 0 \) and \( \alpha \in Z(G_+) \), then \( G_+ \) is abelian.

We hope that this lemma can shed some light on the problem of determining what finite groups can appear as the automorphism group of an abelian variety.

Section 4 is essentially devoted to proving Theorem 4.2 (implication \( iii) \Rightarrow ii \)) in Theorem 1.1. The proof of the theorem is based on the study of the restriction of the automorphism group \( G \) of a general element of \( A_g(p, \alpha) \) to the automorphism group of a product of extremal abelian varieties \( Z = X_1 \times \ldots \times X_r \in A_g(\alpha) \). Lemma 4.1 implies that the image of this restriction in fact lies in \( \prod_i \text{Aut}(X_i) \), and then we can use the classification of \( \text{Aut}(X_i) \) for extremal abelian varieties established by Bennama and Bertin.

This is probably the most useful of our results for practically determining when an irreducible variety \( A_g(p, \alpha) \) is an irreducible component of \( \text{Sing} A_g \). Indeed, there exists an exact sequence:

\[ 1 \rightarrow C_{G_+}(\alpha) \rightarrow N_{G_+}(\langle \alpha \rangle) \rightarrow \Delta \rightarrow 1, \]
where the group $\Delta \subset \mathbb{F}_p^*$ is defined as follows ([1], [2]): Let $d\alpha = \{\xi^{n_1}, ..., \xi^{n_g}\}$ and let $C$ be the set $\{n_1, ..., n_g\}$ considered as a subset of $\mathbb{F}_p^*$. Then, define $\Delta = \{k \in \mathbb{F}_p^* \mid kC = C\}$.

Computation of the group $\Delta$ is a trivial matter, and if for a fixed $\alpha$, $\Delta$ turns out to be trivial, then following Theorem 4.2 it only remains to prove that the centralizer $C_G(\langle \alpha \rangle)$ equals $\langle \alpha \rangle$ in order to conclude that $A_g(\alpha)$ is an irreducible component.

The advantage of working with $C_G(\alpha)$ instead of $N_G(\langle \alpha \rangle)$ is that there are important constraints for the structure of the centralizer:

**Proposition 4.3.** Consider a variety $A_g(p, \alpha)$ with $|\alpha| = p$ a prime odd number and $n_0 = 0$. Then, $|C_G(\alpha)| = p^l2^k$ for some integers $l, k \geq 1$.

Thus, for each concrete case we are reduced to ruling out the existence of either involutions or elements of order $p$ not in $\langle \alpha \rangle$ and commuting with $\alpha$. Section 5 illustrates in detail how this analysis can be carried out in the case of abelian varieties of dimension 4 admitting an order 5 automorphism.

Almost all our statements are restricted to prime numbers different from 2. In fact, the study of varieties $A_g(\sigma)$ with $\sigma$ an involution seems to require different techniques and deserves a separated analysis.

### 2. Preliminary results

The exposition in this section is a summary of results from [1] or [4]. In a couple of places we indicate rather obvious generalizations.

#### 2.1 Local moduli.

Given a p.p.a.v., $X$ admitting an automorphism $\alpha \in \text{Aut}(X)$ of order $p$, the analytical representation

$$d\alpha : T_0X \to T_0X$$

determines a decomposition of $T_0X$ as the direct sum of eigenspaces. In a suitable basis this map can be expressed as a diagonal matrix:

$$d\alpha = \text{diag} \left( I_{n_0}, \xi I_{n_1}, ..., \xi^{p-1} I_{n_{p-1}} \right),$$

with $\xi$ standing for a $p$–primitive root of 1 and $I_n$ denoting the identity $n \times n$ matrix.

In [8] and [2] Oort developed the theory of local deformation for polarized abelian varieties and polarized abelian varieties with endomorphisms. In particular, he proved the pro-representability of the functor $A_g$ of local deformations of a polarized abelian variety in the category of Artinian algebras, the algebra pro-representing this functor is $\mathcal{O} = \mathbb{C}[[t_{ij}]]_{i,j \leq j}$ ([8]). This point of view has several advantages; for instance, if we define the functor $A_g(\alpha)$ of local deformations associated with a pair $(X, \alpha)$, where $\alpha \in \text{Aut}(X)$ is an order $p$ automorphism, then this functor is naturally a subfunctor: $A_g(\alpha) \subset A_g$. Thus, if $A_g(\alpha)$ is pro-representable by a complete algebra $\mathcal{O}(\alpha)$, then this algebra must be a quotient of $\mathcal{O}$. This is indeed the case and we have that $\mathcal{O}(\alpha) = \mathcal{O}/\mathcal{I}_\alpha$, where $\mathcal{I}_\alpha$ is the ideal generated by $\{t_{ij} \mid k_j \neq p - k_i\}$ ([4], Theorem 1.2). We shall call $\mathcal{O}(\alpha)$ the local universal algebra associated with $(X, \alpha)$.

More explicitly, the equations defining the local variety associated with our functor are given by the relations

$$d\alpha T d\alpha^t = T,$$
with $T$ the symmetric matrix with entries $(t_{ij})$. This relation is essentially expressing the fact that the automorphism $\alpha$ preserves the polarization of $X$. Moreover, since $\alpha$ is a unitary matrix we have, equivalently,

$$d\alpha T = T \overline{d\alpha},$$

with $-\overline{\cdot}$ standing for complex conjugation. From this relation and the previous diagonal expression for $d\alpha$, the ideal $I_\alpha$ is readily computed.

Thus, if we write the matrix of indeterminates $T \alpha = (t_{ij}) \mod I_\alpha$ and introduce the notation $N_l = n_0 + n_1 + \ldots + n_l$ (with the convention $N_{-1} = N_{p+1} = 0$), we obtain, combining the description of $O(\alpha)$ with the previous diagonal representation of $d\alpha$, a block expression for $T \alpha$:

**Lemma 2.1.** Let $O(\alpha) = O/I_\alpha$ be the local universal algebra associated with a pair $(X, \alpha)$. Then, in a suitable basis, the matrix $T \alpha = (t_{ij}) \mod I_\alpha$ admits an expression

$$T = (T_l)$$

having nonzero coefficients only in the blocks

$$T_0 = (t_{ij})_{1 \leq i,j \leq n_0}, \quad T_l = (t_{N_{l-1}+i,N_{p-l-1}+j})_{1 \leq i \leq n_{l-1}, 1 \leq j \leq n_{p-l}, 1 \leq l \leq p-1}.$$

We write $T_l = 0$ in the previous expression if for some index $l$, the interval defining $T_l$ is empty.

**Remark.** Similar considerations apply for the infinitesimal deformation space for the cyclic subgroup of automorphisms generated by an element $\beta$ of arbitrary order. The relation

$$d\beta T = T \overline{d\beta}$$

is again the key point. This will be used in the proof of Theorem 3.1.

### 2.2 The varieties $A_g(\alpha)$

Let $X$ be a principally polarized abelian variety admitting an automorphism $\alpha$ of prime order $p$. Let us denote by $\alpha_n$ the representation of $\alpha$ in the $n$-torsion subgroup of $X$. It was proved in [4] that, for $n \geq 3$, an irreducible subvariety $A_g(p,\alpha_n) \subset A_g$ exists whose points are in bijection with abelian varieties $X$ admitting an automorphism of order $p$ and with $n$-torsion representation equivalent to that given by $\alpha$. This variety is obtained as a quotient of a subvariety $A_{g,n}(p,\alpha_n) \subset A_{g,n}$ of the moduli space of p.p.a.v. with an $n$-level structure. $A_{g,n}(p,\alpha_n)$ turns out to be a fine moduli space for varieties with an action of $\alpha$. This fact, combined with the pro-representability of the associated local functor, allows us to compute the dimension of $A_g(p,\alpha_n)$ as the Krull dimension of $O(\alpha)$ and to obtain (same notation as in section 2.1):

$$\dim A_g(p,\alpha_n) = \frac{n_0(n_0+1)}{2} + \sum_{i=1}^{(p-1)/2} n_i \cdot n_{p-i}$$

([4], after Theorem 1.2).

In what follows, in order to simplify the notation, we will denote such a variety by $A_g(\alpha)$ implicitly recognizing that the order of the automorphism $\alpha$ is fixed, as well as its entire and analytical representation type.

Therefore from the results of [4], the problem of determining the irreducible components of $\text{Sing} A_g$ reduces to determining what inclusions $A_g(\alpha) \subset A_g(\beta)$ could occur.
For any pair \((X, \alpha)\) of a p.p.a.v. of dimension \(g\) and an order \(p\) automorphism acting on \(X\) there exists a number \(r\) such that \(g = n_0 + ((p-1)/2)r\) and \(n_i + n_{p-i} = r\) for all \(1 \leq i \leq p-1\) ([4], Proposition 2.1). Now, we state a slight generalization of Proposition 2.2 in [4]:

**Lemma 2.2.** Assume we have an inclusion \(A_g(\alpha) \subset A_g(\beta)\) with \(|\alpha| = p\) and \(|\beta| = q\), \(q > 2\). Let \(g = n_0 + ((p-1)/2)r\) and \(g = m_0 + ((q-1)/2)s\) be the expressions associated to the eigenspaces of \(d\alpha\) and \(d\beta\). Then \(n_0 \leq m_0\) and \(q \leq p\). Moreover, if \(A_g(\alpha) \subset A_g(\beta)\) and \(|\alpha| = 2\), then \(|\beta| = 2\).

The proof, being essentially the same as in Proposition 2.2 in [4], is included here only as a sketch, and with some small inaccuracies corrected, for the reader’s convenience.

**Proof:** If \(\dim A_g(\alpha) = 0\), then \([X] = A_g(\alpha)\) is a product \(X = X_1 \times \ldots \times X_r\) of extremal abelian varieties \(X_i\) of dimension \(\frac{q-1}{2}\). In this case the lemma easily follows from the results in [4].

So, we assume that \(\dim A_g(\alpha) > 0\). Let \(X_0\) be a general point in \(A_g(\alpha)\). Choose a basis of \(T_0X_0\) in which \(d\alpha = \text{diag}(\xi^k)\) is diagonal (the eigenvalues not necessarily in the order introduced in section 2.1). Let \(I_\alpha\) and \(I_\beta\) be the ideals in \(O = \mathbb{C}[[t_{ij}]]\) defining the local deformation spaces associated to \(\alpha\) and \(\beta\).

The inclusion \(A_g(\alpha) \subset A_g(\beta)\) implies that \(I_\beta \subset I_\alpha\), and, consequently, the equations
\[
(2.1) \quad d_\beta T_\alpha = T_\alpha d_\beta
\]
with \(T_\alpha = T \mod I_\alpha\) hold in \(O/I_\alpha\).

Since \(\dim A_g(\alpha) > 0\), some \(t_{ij}\) is not included in \(I_\alpha\). Here some different cases must be analyzed. Assume, for instance, that \(t_{11} \notin I_\alpha\), which is equivalent to saying that \(k_1 = 0\). Then, (2.1) implies that
\[
d_\beta = \begin{pmatrix}
a_{11} & 0 \\
0 & A
\end{pmatrix};
\]
therefore \(a_{11} = \bar{a}_{11}\). Thus \(a_{11}\), being an eigenvalue of \(d\beta\), must be equal to 1.

Similarly if \(t_{12} \notin I_\alpha\), which is equivalent to \(k_1 = p - k_2\), then \(t_{12} \notin I_\beta\), since \(I_\beta \subset I_\alpha\).

From equation (2.1) it follows that
\[
d_\beta = \begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{pmatrix} \begin{pmatrix}
t_{11} & t_{12} \\
t_{21} & t_{22}
\end{pmatrix} = \begin{pmatrix}
\bar{a}_{11} & \bar{a}_{12} \\
\bar{a}_{21} & \bar{a}_{22}
\end{pmatrix};
\]
and
\[
\begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{pmatrix} \begin{pmatrix}
t_{11} & t_{12} \\
t_{21} & t_{22}
\end{pmatrix} = \begin{pmatrix}
\bar{a}_{11} & \bar{a}_{12} \\
\bar{a}_{21} & \bar{a}_{22}
\end{pmatrix}.
\]

We obtain:
\[
a_{11} = \bar{a}_{11}, a_{12} = \bar{a}_{21} = 0 \quad \text{and} \quad a_{22} = \bar{a}_{22}.
\]
Thus,
\[
\begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{pmatrix} \in M_{2 \times 2}(\mathbb{R});
\]
that is, its eigenvalues are complex conjugates.

In this way, we have proved that, for each eigenvalue of \(d\alpha\) equal to 1 corresponds an eigenvalue of \(d\beta\) equal to 1, and to each pair of complex conjugate eigenvalues
of \( d\alpha \) corresponds a pair of complex conjugate eigenvalues of \( d\beta \). This implies that \( n_0 \leq m_q \) and \( s \geq r \). It follows also that \( p \leq q \). The case \( q = 2 \) can be treated similarly. \( \square \)

2.3 The degeneration argument. Consider an irreducible variety \( A_g(\alpha) \). Assume that in the associated decomposition of tangent spaces \( n_0 = 0 \). Recall from [4], Lemma 2.7, that such a variety \( A_g(\alpha) \) contains points representing abelian varieties of the form \( Z = (X_1 \times ... \times X_r, \Theta_Z) \), where the polarization is given by \( \Theta_Z = \pi_1^*\Theta_1 + ... + \pi_r^*\Theta_r \) with \( \Theta_i \) the polarization of \( X_i \). Each \( X_i \) is of dimension \( (p-1)/2 \) and admits an order \( p \) automorphism, i.e., is an extremal abelian variety. As some of the various factors in the previous product could be isomorphic, we can write

\[
Z = X_1^{s_1} \times ... \times X_l^{s_l}, \quad s_1 + ... + s_l = r,
\]

with \( X_i \not\cong X_j \) if \( i \neq j \).

If \( (X_\xi, \Theta_\xi) \) is a generic point in \( A_g(\alpha) \) and \( G = \text{Aut}(X_\xi, \Theta_\xi) \), then there exists an injective homomorphism of groups,

\[
G \hookrightarrow \text{Aut}(Z, \Theta_Z),
\]

since the action of \( G \) extends under specialization.

The following isomorphism was stated and used in [4]. We include it here as a lemma and give a proof.

**Lemma 2.3.**

\[
\text{Aut}(Z, \Theta_Z) \simeq [S_{s_1} \ltimes \text{Aut}(X_1, \Theta_1)^{s_1}] \times ... \times [S_{s_l} \ltimes \text{Aut}(X_l, \Theta_l)^{s_l}].
\]

**Proof.** First of all, notice that if \( X_1 \) and \( X_2 \) are not isomorphic, then \( \text{Aut}(X_1 \times X_2) = \text{Aut}(X_1) \times \text{Aut}(X_2) \). Indeed, if \( \pi_i \) denote the projections onto the factors, then \( \pi_1^*\Theta_1 + \pi_2^*\Theta_2 \) being the polarization on \( X_1 \times X_2 \) we must have

\[
\alpha^*(\pi_1^*\Theta_1 + \pi_2^*\Theta_2) = \alpha^*\pi_1^*\Theta_1 + \alpha^*\pi_2^*\Theta_2 = \pi_1^*\Theta_1 + \pi_2^*\Theta_2;
\]

thus, \( \alpha^*(\pi_i^*\Theta_i) = \pi_i^*\Theta_i \).

It remains to prove that if \( X \) is an extremal abelian variety, then \( \text{Aut}(X^n) \simeq S_n \ltimes \text{Aut}(X)^n \). Assume that \( (X_1, \Theta_1), (X_2, \Theta_2), ..., (X_n, \Theta_n) \) are isomorphic principally polarized extremal abelian varieties and let \( \alpha \in \text{Aut}(X_1 \times X_2 \times ... \times X_n) \). Arguing as before we have

\[
\alpha^*(\pi_1^*\Theta_1 + ... + \pi_n^*\Theta_n) = \alpha^*\pi_1^*\Theta_1 + ... + \alpha^*\pi_n^*\Theta_n = \pi_1^*\Theta_1 + ... + \pi_n^*\Theta_n;
\]

we conclude that \( \alpha \) acts like an element of \( S_n \) on the factors. \( \square \)

By standard arguments it is known that the locus of points

\[
U_g(\alpha) = \{ [(X, \Theta_X)] \in A_g(\alpha) \mid \text{Aut}(X, \Theta_X) = G \}
\]

is an open subscheme of \( A_g(p, \alpha) \). Points in \( U_g(\alpha) \) will be called “general points” of \( A_g(\alpha) \).

Summarizing, for \( [(X, \Theta)] \) general in \( A_g(\alpha) \) there is an inclusion of groups,

\[
G = \text{Aut}(X, \Theta_X) \subset [S_{s_1} \ltimes \text{Aut}(X_1, \Theta_1)^{s_1}] \times ... \times [S_{s_l} \ltimes \text{Aut}(X_l, \Theta_l)^{s_l}],
\]

for all possible choices of \( (Z, \Theta_Z) \).

Note that \( \prod_i \text{Aut}(X_i, \Theta_i)^{s_i} \) is a normal subgroup of \( \text{Aut}(Z, \Theta_Z) \).
3. Characterization of the irreducible components of Sing\(A_g\)

This section is devoted to characterizing irreducible components of the singular locus of \(A_g\) in terms of the automorphism group of the general element of varieties \(A_g(\alpha)\), assuming that in the corresponding decomposition \(n_0 = 0\). The main result is:

**Theorem 3.1.** Let \(A_g(\alpha)\) be a variety associated with an odd prime order automorphism \(\alpha\) and acting with \(n_0 = 0\). Then \(A_g(\alpha)\) is an irreducible component of Sing\(A_g\) if and only if for general \([X] \in A_g(\alpha)\), \(\text{Aut}_+(X) \simeq \mathbb{Z}_p\).

We start by proving a lemma giving important information about the structure of the automorphism groups of the general element of \(A_g(\alpha)\).

**Lemma 3.2.** Let \([X] \in A_g(\alpha)\) be a general element and \(G_+ = \text{Aut}_+(X)\). If \(d\alpha\) acts with \(n_0 = 0\) and \(\alpha \in \mathbb{Z}(G_+)\), then \(G_+\) is abelian.

**Proof.** We can assume that \(G_+ \neq \langle \alpha \rangle\); otherwise nothing needs to be proved. Let \(\beta \in G_+\) be any element such that \(\langle \alpha \rangle \cap \langle \beta \rangle = 1\). In this way \(A_g(\alpha) \subseteq A_g(\beta)\).

Consider the analytical representation of \(\alpha\) and \(\beta\) in \(T_0X\). As the representation of \(G\) in \(T_0X\) is faithful, \(\langle d\alpha, d\beta \rangle = 0\). Thus, there exists some basis of \(T_0X\) in which both \(d\alpha\) and \(d\beta\) are represented as diagonal matrices. Assume, without loss of generality, that in that basis:

\[
d\alpha = \text{diag}\left(\xi I_{n_1}, ..., \xi^{p-1} I_{n_{p-1}}\right)
\]

\[
= \text{diag}(\xi^k)_{1 \leq k \leq g}.
\]

Denote by \(\mathcal{O}(\alpha)\) the local universal algebra associated with the automorphism \(\alpha\). This algebra is isomorphic to \(\mathbb{C}[t_{ij}]_{i \leq j}/\mathcal{I}_\alpha\), with \(\mathcal{I}_\alpha\) the ideal generated by \(\langle t_{ij} | k_j \neq p - k_i \rangle\) (see section 2.1). According to Lemma 2.1 the matrix \(T_\alpha = (t_{ij})\) mod \(\mathcal{I}_\alpha\) has a block expression:

\[
T_\alpha = (T_i).
\]

The inclusion \(A_g(\alpha) \subseteq A_g(\beta)\) is characterized by the fact that the equation

\[
d\beta T = T d\beta
\]

defines the trivial ideal in \(\mathcal{O}(\alpha)\).

We claim that these relations imply that

\[
d\beta = \text{diag}(\eta_1 I_{n_1}, \eta_2 I_{n_2}, ..., \eta_{n_{p-1}} I_{n_{p-1}}),
\]

with \(\eta_i = \bar{\eta}_{p-i}\).

Let us develop, for instance, the case \(l = 1\). The matrix \(T\) has an expression:

\[
T = \begin{pmatrix}
0 & T_1 \\
A & B
\end{pmatrix},
\]

\(T_1 = (t_{ij}), 1 \leq i \leq n_1, N_{p-2} + 1 \leq j \leq n_{p-1}\). Thus, if \(d\beta = \text{diag}(\eta_1, ..., \eta_g)\), then the resulting equations

\[
\text{diag}(\eta_1, ..., \eta_g) T_1 = T_1 \text{diag}(\eta_{N_{p-2}+1}, ..., \eta_g)
\]

clearly imply that \(\eta_1 = ... = \eta_{n_1} = \eta_{n_{p-2}+1} = ... = \eta_{n_{p-1}}\). Arguing similarly with each block \(T_i\) the claim follows.

Finally, let \(\gamma\) be any other element of \(G_+\). As \(\alpha\) is a nontrivial element of \(Z(G_+)\), then

\[
d\gamma = \text{diag}(D_{n_1}, ..., D_{n_{p-1}}),
\]
Proof of Theorem 3.1. One of the two implications is obvious: it follows from [4] that the failure to be an irreducible component is associated with an inclusion \( A_g(\alpha) \subset A_g(\beta) \). Therefore, if \( \text{Aut}_+(X) = \mathbb{Z}_p \) for general \( [X] \in A_g(\alpha) \), then \( A_g(\alpha) \) must be an irreducible component of \( \text{Sing} A_g \).

Conversely, assume that \( A_g(\alpha) \) is an irreducible component of \( \text{Sing} A_g \). Let \( [X] \in A_g(\alpha) \) be a general element and denote \( G_+ = \text{Aut}_+(X) \). Assume \( |G_+| > p \) (otherwise \( G_+ \simeq \mathbb{Z}_p \) and there is nothing to be proved). Let \( \beta \in G_+ - \langle \alpha \rangle \) be an element of prime order \( q \), \( |\beta| = q \). Since \( [X] \) is general in \( A_g(\alpha) \) and it is an irreducible component of \( \text{Sing} A_g \), we must have a double inclusion:

\[
A_g(\alpha) \subset A_g(\beta) \quad \text{and} \quad A_g(\beta) \subset A_g(\alpha).
\]

Thus, using Lemma 2.2 (and the notation therein), we have that \( m_0 = n_0 = 0 \) and \( p = q \). We obtain as a first conclusion that \( p \) is the unique prime divisor of \( |G_+| \). Thus \( G_+ \) is a \( p \)-group.

In particular, the center \( Z(G_+) \) of \( G_+ \) contains an element of order \( p \). Since for any element \( \alpha' \in G_+ \) of order \( p \), \( A_g(\alpha) = A_g(\alpha') \), we can assume without loss of generality that \( \alpha \in Z(G_+) \). Using Lemma 3.2 we conclude that \( G_+ \) is an abelian \( p \)-group.

Next we claim that \( Z(G_+) = \langle \alpha \rangle \), which would conclude the proof. Assume that \( \beta \) is another element of order \( p \) commuting with \( \alpha \). Consider the action of \( \alpha \) on \( E_Q = E \otimes_{\mathbb{Z}} \mathbb{Q} \), with \( E \) standing for the lattice defining \( X \) (\( X \simeq \mathbb{C}^g/E \)).

Then we have \( E_Q \simeq \mathbb{Q}(\xi)^{\oplus r} \), where \( \xi \) is a primitive \( p \)-root of 1 and \( g = \frac{r(p-1)}{2} \). The action of \( \alpha \) on \( E_Q \) determines a \( \mathbb{Q}(\xi) \)-linear automorphism of \( E_Q \).

Since \( \beta \) is in the centralizer \( C_G(\alpha) \), \( \alpha \) and \( \beta \) can be simultaneously represented as linear automorphisms of \( E_Q \) as diagonal matrices of order \( p \), say,

\[
\alpha = \text{diag}(\xi^{k_1}, \ldots, \xi^{k_r}), \quad \beta = \text{diag}(\xi^{l_1}, \ldots, \xi^{l_r}).
\]

\( E_Q \) is embedded into \( \mathbb{C}^g \) by means of a map:

\[
(\xi, \xi, \ldots, \xi) \rightarrow (\xi^{k_1}, \ldots, \xi^{k_1, (p-1)/2}, \ldots, \xi^{k_r}, \ldots, \xi^{k_r, (p-1)/2}),
\]

where the sets \( C_i = \{ k_{ij} \}_{1 \leq j \leq (p-1)/2} \) are CM-types (\([4]\)).

In this way, the analytical representations of the automorphisms \( \alpha \) and \( \beta \) are given in \( \mathbb{C}^g \) by

\[
d\alpha = \text{diag}(\xi^{k_{ij}}), \quad d\beta = \text{diag}(\xi^{l_{ij}}).
\]

Note that \( C_i' := \{ k_{ij} \}_{1 \leq j \leq (p-1)/2} \) are still CM-types. Thus, for each \( i \) we have that either \( C_i' \cap C_i' \neq \emptyset \) or \( C_i' \cap \overline{C_i'} \neq \emptyset \), where \( \overline{C_i'} \) denotes the set obtained by taking the inverse of each element of \( C_i' \) in \( \mathbb{F}_p^* \). In this way, we have, after a
reordering if necessary, that for each $i$ there exists a $j$ such that $\xi^{k_i,k_{ij}} = \xi^{k_i,k_{ij}}$ or $\xi^{k_i,k_{ij}} = \xi^{k_i,k_{ij}}$.

Now, $A_g(\alpha) = A_g(\beta)$ implies that if $\xi^{k_i,k_{ij}} = \xi^{k_i,k_{ij}}$, then $\xi^{l_i,k_{ij}} = \xi^{l_i,k_{ij}}$. This can be written as the system of congruences:

$$
k_i k_{ij} \equiv k_i k_{ij} \mod p,
$$

$$
l_i k_{ij} \equiv l_i k_{ij} \mod p.
$$

Thus, $k_i/k_1 \equiv l_i/l_1 \mod p$, where quotients mean taking inverses in the multiplicative group $F^*_p$.

Similarly if $\xi^{k_i,k_{ij}} = \xi^{k_i,k_{ij}}$, then $\xi^{l_i,k_{ij}} = \xi^{l_i,k_{ij}}$, and we obtain also in this case that

$$
k_i/k_1 \equiv l_i/l_1 \mod p.
$$

We conclude that in $\text{End}(Q(\xi)^{\otimes r})$ the relation $\alpha^{-k_1} = \beta^{-l_1}$ or equivalently $\alpha^{p-k_i} = \beta^{p-l_i}$ holds; that is, $\alpha$ and $\beta$ generate the same cyclic subgroup of $G$.

Finally, assume that $|\beta| = p^n$, with $n > 1$, commutes with $\alpha$. Since $\alpha$ and $\beta$ commute, $\beta$ induces a $Q(\xi)$ - linear endomorphism of $Q(\xi)^{\otimes r}$. Thus, in a suitable basis,

$$
\beta = \text{diag}(q_1(\xi), \ldots, q_r(\xi)),
$$

with $q_i$ polynomials and $q_i(\xi)^{p^n} = 1$. In this way we obtain

$$
Q(\eta) \subset Q(\xi),
$$

with $\eta$ some $p^n$ - root of unity. Thus, $\eta$ must be a primitive $p$ - root of $1$ and $\beta$ is of order $p$. This final contradiction proves that $Z(G_+) = \langle \alpha \rangle$.  

\[4\] The characterization in terms of $N_G(\langle \alpha \rangle)$

Let $A_g(\alpha)$ be, as before, an irreducible subvariety of $\text{Sing}A_g$ corresponding to an automorphism of order $p > 2$ and with $n_0 = 0$.

In what follows we make use of the results and notation of section 2.3. We consider an element $Z \in A_g(\alpha)$ of the form $Z = \prod_i X_i^{n_i}$, with each $X_i$ an extremal abelian variety, $X_i$ not isomorphic to $X_j$ if $i \neq j$.

**Lemma 4.1.** Let $G$ be the automorphism group of a general element of $A_g(\alpha)$, $\beta \in G$ an element of prime order $q > 2$ and $[Z] \in A_g(\alpha)$ a product of extremal abelian varieties. Then the image of $\langle \beta \rangle$ in $\text{Aut}(Z)$ is a subgroup of $\prod_i \text{Aut}_+(X_i)^{n_i}$.

**Proof.** Denote by

$$
\phi: G \hookrightarrow \prod_i (\text{Aut}(X_i)^{n_i} \rtimes S_{n_i}),
$$

the inclusion proved in [4], Lemma 2.10. We must prove that $\phi$ does not permute the factors.

Since $G$ is the automorphism group of a general element of $A_g(\alpha)$, the analytical spectrum of $\beta$ must be constant on elements of $A_g(\alpha)$. For $[X] \in A_g(\alpha)$, a general element, fix a decomposition into eigenspaces under the action of $d\beta$:

$$
V = V_0 \oplus V_1 \oplus \ldots \oplus V_s,
$$

with $\dim V_0 = m_0$, $\dim V_i = \frac{q-1}{2}$ for $i > 0$, $g = m_0 + s \frac{q-1}{2}$ and $d\beta_i = d\beta|_{V_i}$ defining a CM-type associated to $q$. Since

$$
\text{tr}(d\beta_i) = \eta^{m_0} + \ldots + \eta^{m_0 + \frac{q-1}{2}},
$$
for \( i > 0 \) and \( \eta \) a \( q \)-primitive root of 1,
\[
\text{tr}(d\beta_i) + \text{tr}(d\beta_i) = 2\text{Re}(d\beta_i) = 1.
\]

Therefore, we see that \( \text{Re}(d\beta) = m_0 + \frac{\eta}{2} \).

Since \( d\beta \) acts like a block-diagonal matrix and \( \phi \) permutes the blocks, we see that
\[
\text{Re}(\phi(d\beta)) \leq \text{Re}(d\beta),
\]
with equality if and only if \( \phi(d\beta) \in \prod_i (\text{Aut}(X_i)^n) \). Finally, if some block is sent under a projection to its additive inverse we get similarly that \( (\text{tr}(d\beta)) \neq (\text{tr}(d\beta)) \).

This shows that in fact \( \phi(d\beta) \in \prod_i (\text{Aut}_+(X_i))^n \).

Next we state the main theorem of this section, which gives another characterization of irreducible components of Sing\( A_g \).

**Theorem 4.2.** Let \( [X] \in A_g(\alpha) \) be a general element. Then \( G_+ = \mathbb{Z}_p \) if and only if \( \langle \alpha \rangle = N_{G_+}(\langle \alpha \rangle) \).

**Proof.** It is obvious that \( G_+ = \mathbb{Z}_p \) implies \( \langle \alpha \rangle = N_{G_+}(\langle \alpha \rangle) \).

Assume that \( \langle \alpha \rangle = N_{G_+}(\langle \alpha \rangle) \), \( C_{G_+}(\alpha) \subset N_{G_+}(\langle \alpha \rangle) \) implies \( C_{G_+}(\alpha) = \langle \alpha \rangle \). We conclude that \( \langle \alpha \rangle \) is a \( p \)-Sylow subgroup of \( G_+ \). Thus \( |G_+| = pq \), with \( p \) and \( q \) relatively prime, and \( q \) the number of \( p \)-Sylow subgroups of \( G_+ \).

Consider \( \left[ Z \right] = \left[ X_1 \times \ldots \times X_n \right] \in A_g(\alpha) \), with each \( X_i, i > 0 \), extremal of dimension \( \dim X_i = \frac{p-1}{2} \). Here some \( X_i \) could be isomorphic to an \( X_j \).

Let \( \pi : G_+ \to \text{Aut}(Z) \) be the natural inclusion. Applying Lemma 4.1 we have that \( \Pi^{-1}(\prod_i \text{Aut}_+(X_i)) \subset G_+ \) contains at least \( (p-1)q \) elements; since \( |G_+| = pq \) we conclude that \( G_+ \subset \Pi_i \text{Aut}_+(X_i) \). Consider the projections
\[
\pi_i : G_+ \to \text{Aut}_+(X_i).
\]

Following [1], Theorems 1 and 2, there are two possibilities for the image of \( \pi_i(G_+) \subset \text{Aut}_+(X_i) \): it could be either \( \mathbb{Z}_p \times \mathbb{Z}_t \), with \( t \) a divisor of \( \frac{p-1}{2} \) or \( PSL_2(\mathbb{F}_p) \).

Moreover, \( PSL_2(\mathbb{F}_p) \) can appear only for \( p > 3 \) and congruent with \(-1\) modulo 4. Denote \( G_i = \pi_i(G_+) \) and \( K_i = \ker \pi_i \).

First, let us prove that \( G_i \) cannot be isomorphic to \( PSL_2(\mathbb{F}_p) \). Assume, for instance, that \( G_1 = PSL_2(\mathbb{F}_p) \). Let \( |K_1| = k \). The group \( K_1 \) acts by conjugation on the set of \( p \)-Sylow subgroups of \( G_+ \). Thus, the number of \( p \)-Sylow subgroups of \( PSL_2(\mathbb{F}_p) \) must be \( \frac{q}{k} \) and thus \( q = k(lp+1) \) for some natural number \( l \). It follows from the exact sequence
\[
1 \to K_1 \to G_+ \to PSL_2(\mathbb{F}_p) \to 1
\]
that \( pq = kp^2 - 2lp \), and so \( lp + 1 = \frac{(p^2 - 1)}{2} \). Therefore we get the contradiction \( 3 = p^2 - 2lp \).

Finally, let \( G_i = \mathbb{Z}_p \times \mathbb{Z}_t \). Thus, \( G_i \) has a unique \( p \)-Sylow subgroup and in consequence all the elements of order \( p \) in \( G_+ \) have their images contained in \( \mathbb{Z}_p \).

Since \( G_+ \) has exactly \( q \) \( p \)-Sylow subgroups, \( K_i \) contains at least \( q \) elements. We conclude that \( |K_i| = q \). Thus, \( G_i = \mathbb{Z}_p \). Since \( G_+ \subset \prod_i G_i \) we conclude that \( q = 1 \) and \( G_+ = \langle \alpha \rangle \).

In order to use Theorem 4.2 to determine when \( A_g(\alpha) \) is an irreducible component of Sing\( A_g \) it is useful to introduce the exact sequence
\[
1 \to C_{G_+}(\alpha) \to N_{G_+}(\langle \alpha \rangle) \to \Delta \to 1,
\]
where the group $Δ ⊂ \mathbb{F}_p^*$ is defined as follows ([11], [1]): Let $d\alpha = \{ξ^{a_1}, ..., ξ^{a_d}\}$ and let $C$ be the set $\{n_1, ..., n_g\}$ considered as a subset of $\mathbb{F}_p^*$. Then, define $Δ = \{k ∈ \mathbb{F}_p^* \mid kC = C\}$.

Thus, according to Theorem 4.2, if $Δ \neq id$, then $A g(\alpha)$ is not an irreducible component of Sing$A_g$.

On the other hand, if $Δ = 1$ we cannot ensure that $A g(\alpha)$ is an irreducible component, but we can try to deduce that $N G_{+}(⟨\alpha⟩)$ is equal to $⟨\alpha⟩$ by studying the structure of the centralizer of $\alpha$. Some information can be gained if we apply the following:

**Proposition 4.3.** Consider a variety $A g(\alpha)$ with $|\alpha| = p$ a prime odd number and $n_0 = 0$. Then, $|C G(\alpha)| = p^l 2^k$ for some integers $l, k ≥ 1$.

**Proof.** It is sufficient to prove that $C G(\alpha)$ does not contain elements of prime order $q$ different from $p$ or 2. The argument is similar to that employed in the last part of the proof of Theorem 3.1.

Assume there exists $β ∈ C G(\alpha)$ such that $|β| = q$ with $q$ a prime number different from $p$ and 2. Considering $α$ and $β$ as $\mathbb{Q}(ξ)$-endomorphisms of $E_4$ and arguing as in the last part of the proof of Theorem 3.1, we obtain

$$β = \text{diag}(q_1(ξ), ..., q_r(ξ)),$$

with $q_i$ integer polynomials. Moreover, $β^q = 1$ implies that $q_k(ξ) = η$ with $η$ a $q$–primitive root of $1$. Therefore we have

$$\mathbb{Q}(η) ⊂ \mathbb{Q}(ξ),$$

which is impossible ([12], Prop. 2.4). \qed

**Remark.** In the next section we will provide a simple example of a variety $A g(\alpha)$ for which $C G(\alpha)$ contains both elements of order $p$ not in $⟨α⟩$ and elements of order 2.

5. Example: $g = 4$ and $p = 5$

The goal of this section is to show how our previous results and methods can be used in practice on the example of $A_4(α)$. Assuming $g = 4$, let us analyze the varieties $A_g(α)$ with $|α| = 5$ and $n_0 = 0$. In this case we must have $r = 2$ and, therefore, the possible analytical spectra $α_0, α_1, α_2$ are:

$$dα_0 = \text{diag}(ξ I_2, ξ^2 I_2), \quad dα_1 = \text{diag}(ξ, ξ^2 I_2, ξ^4)$$

with $ξ^5 = 1$. Moreover, since $\mathbb{Z}[ξ]$ has an ideal class equal to 1 ([12], Thm. 11.1) the entire representation of every $α$ is forced to be equivalent to $\mathbb{Z}[ξ]^{\oplus 2}$. Thus, for each analytical spectrum there is associated a unique irreducible variety $A_4(α_i)$. The dimension of these varieties is given by $\dim A_4(α_i) = i$.

Next, we analyze which of these could be an irreducible component of Sing$A_4$.

We start with $A_4(α_0)$. First of all note that $\dim A_4(α_0) = 0$ implies that $A_4(α_0) = [X_0 × X_0]$ with $X_0$ a 2–dimensional p.p.a.v. having an order 5 automorphism $ϕ$. Thus, $\text{Aut}(X_0 × X_0)$ admits at least two different order 5 subgroups with commuting generators, namely $⟨(ϕ, ϕ)⟩$ and $⟨(ϕ, ϕ^2)⟩$. Assuming $dϕ = \text{diag}(ξ, ξ^2)$ we see that $d(ϕ, ϕ^2) = \text{diag}(ξ, ξ^2, ξ^2, ξ^4)$ and in consequence

$$A_4(α_0) ⊂ A_4(α_1).$$
Moreover, \( \gamma = (\phi^2, \phi^3) \) is an order 5 automorphism \( \gamma \in \text{Aut}(X_0 \times X_0) \) with
\[
d\gamma = \text{diag}(\xi^2, \xi^4, \xi^3, \xi),
\]
and \( A_4(\alpha_0) \subset A_4(\alpha_2) \) as well.

Further, we can define another automorphism \( \sigma \in \text{Aut}_+(X_0 \times X_0) \) of order 2 given by \( \sigma = (id, -id) \).

The group \( \Delta \) associated to the spectrum of \( \alpha_0 \) (see the exact sequence (4.1)) is trivial. Therefore, this simple example shows a variety \( A_4(\alpha) \) with centralizer \( C_G(\alpha) \) containing both elements of order \( p \) not in \( \langle \alpha \rangle \) and elements of order 2 (see Proposition 4.3).

Now, we analyze the variety \( A_4(\alpha_2) \). For this, \( \Delta \cong \mathbb{F}_4^* \) and we can apply Theorem 4.2 in order to conclude that \( A_4(\alpha_2) \) is not an irreducible component of \( \text{Sing} A_4 \).

Besides this general fact, we can explicitly find a variety \( A_4(\sigma) \) with \( |\sigma| = 2 \) such that
\[
A_4(\alpha_2) \subset A_4(\sigma);
\]
this can be done by considering the corresponding varieties in \( \mathbb{H}_4 \) (see [1], section 2.1 for notation). In fact, we can choose a lifting of \( A_4(\alpha_2) \) as the subvariety
\[
\text{Fix}(\alpha_s) = \mathbb{H}_4(\alpha_s) = \{ Z \in \mathbb{H}_4 \mid \alpha_s \ast Z = Z \} \subset \mathbb{H}_4;
\]
a calculation gives
\[
\text{Fix}(\alpha_s) = \begin{pmatrix}
2(\tau_1 + \tau_2) & 2\tau_1 & \tau_1 + \tau_2 & 2\tau_2 \\
2\tau_1 & 4\tau_1 & 3\tau_1 - \tau_2 & \tau_1 + \tau_2 \\
\tau_1 + \tau_2 & 3\tau_1 - \tau_2 & 4\tau_1 & 2\tau_1 \\
2\tau_2 & \tau_1 + \tau_2 & 2\tau_1 & 2(\tau_1 + \tau_2)
\end{pmatrix}.
\]

If we consider \( s \in GL(4, \mathbb{Z}) \) given by
\[
s = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0
\end{pmatrix},
\]
we have \( \sigma_s^{-1} \circ \alpha_s \circ \sigma_s = \alpha_s^4 \), and thus \( \sigma_s \in N_{Sp(8, \mathbb{Z})}(\langle \alpha \rangle) \). Then, \( \text{Fix}(\sigma_s) = \mathbb{H}_4(2, \sigma_s) \) determines a 6-dimensional component
\[
A_4(2, \sigma_n) \subset \text{Sing} A_4.
\]
Since \( \sigma_s : \mathbb{H}_4 \rightarrow \mathbb{H}_4 \) given by \( Z \rightarrow \sigma_s \ast Z \) is a biholomorphism that is the identity on \( \mathbb{H}_4(5, \alpha_s) \), we have \( \mathbb{H}_4(5, \rho_s) \subset \mathbb{H}_4(2, \sigma_s) \).

In fact, we have
\[
\text{Fix}(\sigma_s) = \begin{pmatrix}
a & c & d & e \\
c & b & f & d \\
d & f & b & c \\
e & d & c & a
\end{pmatrix}.
\]

So far we have obtained that \( A_4(\alpha_0) \subset A_4(\alpha_1) \cap A_4(\alpha_2) \) and \( A_4(\alpha_2) \) is not an irreducible component of \( \text{Sing} A_4 \), contained in \( A_4(\sigma) \) with \( \sigma \) of order two.

Finally, we consider \( A_4(\alpha_1) \) and prove that it is an irreducible component of \( \text{Sing} A_4 \). First, observe that the group \( \Delta \) associated to this spectrum is trivial. Thus, according to Theorem 4.2 and Proposition 4.3, the failure to be an irreducible component must be associated either with the existence in \( C_{G_+}(\alpha) \) of automorphisms of order 5 not in \( \langle \alpha \rangle \) or with an order 2 automorphism.
Assume that \( A_4(\alpha_1) \subset A_4(\alpha_2) \). The proof of Lemma 2.2 contains the basic principle that “to each pair of complex conjugate eigenvalues of \( d\alpha_1 \) there corresponds a pair of complex conjugate eigenvalues of \( d\alpha_2 \)”. Thus, if we fix a basis in which
\[
d\alpha_1 = \text{diag}(\xi, \xi^2, \xi^2, \xi^4),
\]
then in this basis \( d\alpha_2 \) must have in the first and in the last diagonal entry complex conjugate values. Assume, for instance, that
\[
d\alpha_2 = \text{diag}(\xi, \xi^2, \xi^3, \xi^4).
\]
Then,
\[
d\alpha_1 d\alpha_2 = \text{diag}(\xi^2, \xi^4, 1, \xi^3),
\]
but the number \( n_i \) and \( r \) associated to this spectrum cannot be expressed like \( 4 = n_0 + 2r \). The remaining possibilities can be computed easily to conclude that the inclusion \( A_4(\alpha_1) \subset A_4(\alpha_2) \) is impossible.

Similar arguments prove that \( A_4(\alpha_1) \nsubseteq A_4(\alpha) \) even in the case when \( \alpha \) is an order 5 automorphism with \( n_0 > 0 \) (and then necessarily \( n_0 = 2 \)).

Last, consider the possibility that \( A_4(\alpha_1) \subset A_4(\sigma) \) with \( |\sigma| = 2 \) and \( \alpha_1 \sigma = \sigma \alpha_1 \) in \( G \). Once again, the proof of Lemma 2.2 implies that if \( d\alpha_1 = \text{diag}(\xi, \xi^2, \xi^2, \xi^4) \), then in the same basis \( d\sigma = \text{diag}(1, \sigma_1, \sigma_2, 1) \) with either \( \sigma_1 = \sigma_2 = -1 \) or \( \sigma_1 \sigma_2 = -1 \).

We now specialize to the product \([X_0 \times X_0]\) in order to conclude that \( \text{Aut}_+(X_0) \) must contain an automorphism of order 2, which gives a contradiction, as \( \text{Aut}_+(X_0) = \mathbb{Z}_5 \) (see [1] or [5]).

We conclude that \( A_4(\alpha_1) \) is an irreducible component of \( \text{Sing} A_4 \).
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