GEOMETRIC RELATIONS BETWEEN SPACES OF NUCLEAR OPERATORS AND SPACES OF COMPACT OPERATORS
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Abstract. We extend and provide a vector-valued version of some results of C. Samuel about the geometric relations between the spaces of nuclear operators $\mathcal{N}(E, F)$ and spaces of compact operators $\mathcal{K}(E, F)$, where $E$ and $F$ are Banach spaces $C(K)$ of all continuous functions defined on the countable compact metric spaces $K$ equipped with the supremum norm.

First we continue Samuel’s work by proving that $\mathcal{N}(C(K_1), C(K_2))$ contains no subspace isomorphic to $\mathcal{K}(C(K_3), C(K_4))$ whenever $K_1, K_2, K_3$ and $K_4$ are arbitrary infinite countable compact metric spaces.

Then we show that it is relatively consistent with ZFC that the above result and the main results of Samuel can be extended to $C(K_1, X), C(K_2, Y), C(K_3, X)$ and $C(K_4, Y)$ spaces, where $K_1, K_2, K_3$ and $K_4$ are arbitrary infinite totally ordered compact spaces; $X$ comprises certain Banach spaces such that $X^*$ are isomorphic to subspaces of $l_1$; and $Y$ comprises arbitrary subspaces of $l_p$, with $1 < p < \infty$.

Our results cover the cases of some non-classical Banach spaces $X$ constructed by Alspach, by Alspach and Benyamini, by Benyamini and Lindenstrauss, by Bourgain and Delbaen and also by Argyros and Haydon.

1. Introduction

We follow the standard notation and terminology for set theory and Banach space theory that can be found in [24] and [25] respectively. Let $X$ and $Y$ be Banach spaces and let $K$ be a compact Hausdorff space. $\mathcal{N}(X, Y)$ represents the space of nuclear operators from $X$ to $Y$ and $\mathcal{K}(X, Y)$ denotes the space of compact operators from $X$ to $Y$. By $C(K, X)$ we denote the Banach space of all continuous $X$-valued functions defined on $K$ and equipped with the supremum norm. This space will be denoted by $C(K)$ in the case $X = \mathbb{R}$. By $[0, \alpha]$ we denote the interval of ordinals endowed with the order topology. We write $X \sim Y$ when $X$ and $Y$ are isomorphic and $X \hookrightarrow Y$ when $Y$ contains a subspace isomorphic to $X$. When $Y$ contains a complemented subspace isomorphic to $X$, we also write $X \lesssim Y$.

A very recent paper of C. Samuel [36] on spaces of operators on $C(K)$ spaces, where $K$ is a countable metric space, is the guideline for our work. Indeed, in [36, Theorem 2.4] it was proved that $\mathcal{K}(X, Y)$ contains no subspace isomorphic to $\mathcal{N}(X, Y)$, whenever $X$ and $Y$ are $C(K)$ spaces, with $K$ infinite countable metric
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spaces. In other words, for all infinite countable metric compact spaces $K_1$, $K_2$, $K_3$ and $K_4$, we have

\[ \mathcal{N}(C(K_1), C(K_2)) \not\subseteq \mathcal{K}(C(K_3), C(K_4)). \]

First of all, we prove that the following statement also holds:

\[ \mathcal{K}(C(K_1), C(K_2)) \not\subseteq \mathcal{N}(C(K_3), C(K_4)). \]

Nevertheless, the other two main results of [36] show that the geometry of the spaces of nuclear operators and the geometry of the spaces of compact operators involved in (1) have some similarities. Namely, the following cancellation laws hold (see [36, Theorem 3.3] and [36, Theorem 4.2]):

\[ \mathcal{N}(C(K_1), C(K_1)) \sim \mathcal{N}(C(K_2), C(K_2)) \iff C(K_1) \sim C(K_2), \]

\[ \mathcal{K}(C(K_1), C(K_1)) \sim \mathcal{K}(C(K_2), C(K_2)) \iff C(K_1) \sim C(K_2). \]

Thus, the principal purpose of the present paper is to extend the above described Samuel theorems and (2) to $C(K_1, X)$, $C(K_2, Y)$, $C(K_3, X)$ and $C(K_4, Y)$ spaces, where $K_1$, $K_2$, $K_3$ and $K_4$ are totally ordered compact spaces, $X$ comprises certain Banach spaces such that $X^\ast$ are isomorphic to subspaces of $l_1$ and $Y$ comprises arbitrary subspaces of $l_p$ with $1 < p < \infty$. Recall that a classical theorem of Mazurkiewicz and Sierpiński [32] states that every infinite countable compact metric space $K$ is homeomorphic to a interval of ordinals $[0, \alpha]$, with $\alpha < \omega_1$.

Next we state our main results. Henceforth following [5], when $K$ is the interval of ordinals $[0, \alpha]$ and $X$ is a Banach space, the space $C(K, X)$ will be indicated by $X^\alpha$. We will write $X \hat{\otimes}_\pi Y$ for the injective tensor product of two given Banach spaces $X$ and $Y$, while the projective tensor product will be denoted by $X \otimes_\pi Y$; see for instance [11]. The cardinality of a set $\Gamma$ will be denote by $|\Gamma|$ and the cardinality of an ordinal $\alpha$ by $\bar{\alpha}$.

1.1. The generalization of (1). Since $l_1$ does not contain $l_\infty^n$ uniformly (see for instance [13, Remark 11.5.g] and [13, Theorem 14.1]), it follows that Theorem 1.1 contains the result (1) as a special case when $X=Y=\mathbb{R}$ and $\xi, \eta, \lambda$ and $\mu$ are infinite countable ordinals.

**Theorem 1.1.** Suppose that $X$ and $Y$ are Banach spaces such that $X^\ast$ or $Y$ has the approximation property and such that they satisfy

(a) $X^\ast$ is isomorphic to a subspace of $l_1$,

(b) $\left( \sum_{n=1}^{\infty} l_\infty^n \right)_1 \not\subseteq l_1 \hat{\otimes}_\pi Y$.

Then for all infinite ordinals $\lambda$, $\mu$, $\xi$ and $\eta$, we have

\[ \mathcal{N}(X^\lambda, Y^\xi) \not\subseteq \mathcal{K}(X^\mu, Y^\eta). \]

**Remark 1.2.** We will prove in Proposition 2.1 that

\[ \left( \sum_{n=1}^{\infty} l_\infty^n \right)_1 \not\subseteq l_1 \hat{\otimes}_\pi l_p, \]

for every $1 < p < \infty$. In particular, if $Y$ is a subspace of $l_p$, with $1 < p < \infty$, then $Y$ satisfies the hypothesis of Theorem 1.1.
1.2. The generalization of (2). Here it is convenient to introduce the following definition.

**Definition 1.3.** We say that a Banach space $X$ is a $\mathcal{N}_0$-space if for every Banach space $Y$ we have

$$\mathcal{N}(X, Y) \hookrightarrow \mathcal{N}(c_0, Y).$$

**Remark 1.4.** Observe that if $X$ is an $\mathcal{N}_0$-space, then $X^*$ is isomorphic to a subspace of $l_1$. Further, finite dimensional spaces and Banach spaces which are isomorphic to $l_1$-preduals are, of course, examples of $\mathcal{N}_0$-spaces.

**Theorem 1.5.** Suppose that $X$ and $Y$ are Banach spaces such that $X^*$ or $Y$ has the approximation property. Assume that $X$ is an $\mathcal{N}_0$-space and $Y$ contains no subspace isomorphic to $l_1$. Then for all infinite ordinals $\lambda$, $\mu$, $\xi$ and $\eta$, we have

$$\mathcal{K}(X^\lambda, Y^\xi) \not\hookrightarrow \mathcal{N}(X^\mu, Y^\eta).$$

1.3. The generalization of (3). In this case we need two definitions.

**Definition 1.6.** A Banach space $X$ is said to be an $\mathcal{N}_1$-space if for every set $\Gamma$ of cardinality $\aleph_1$ and for every Banach space $Y$ we have

$$l_1(\Gamma) \hookrightarrow \mathcal{N}(X, Y) \implies l_1(\Gamma) \hookrightarrow Y.$$

**Remark 1.7.** It is clear that every finite dimensional space is an $\mathcal{N}_1$-space. Moreover, it follows directly from our Lemma 4.2 and [14, Theorem 1.10] that every Banach space which is isomorphic to an $l_1$-predual is an $\mathcal{N}_1$-space. In particular, every $C(K)$ space, with $K$ a countable metric space, is an $\mathcal{N}_0$- and $\mathcal{N}_1$-space. Consequently, there are uncountably many non-isomorphic Banach spaces which are at the same time $\mathcal{N}_0$- and $\mathcal{N}_1$-spaces [3]. Further, the ‘non-classical’ Banach spaces constructed in [1], [2], [3], [4] and [6] are also $\mathcal{N}_0$- and $\mathcal{N}_1$-spaces, because every one of them is isomorphic to an $l_1$-predual.

**Definition 1.8.** We say that a Banach space $X$ is an $\mathcal{N}_\infty$-space if for every infinite ordinal $\alpha$ and for every Banach space $Y$ we have

$$\mathbb{R}^\alpha \hookrightarrow \mathcal{N}(X, Y) \implies \mathbb{R}^\alpha \hookrightarrow Y^m \text{ for some } 1 \leq m < \omega.$$ 

**Remark 1.9.** It is easy to see that if $X$ is an $\mathcal{N}_0$-space, then $X$ is an $\mathcal{N}_\infty$-space.

We recall that a Banach space $X$ is said to have the Mazur Property (in short, MP) if every element of $X^{**}$ which is sequentially weak* continuous is weak* continuous and thus is an element of $X$. Such spaces were investigated in [15] and [27] and sometimes are also called $d$-complete [31] or $\mu$B-spaces [39]. It is well known that every separable Banach spaces has the MP [32, Proposition 2.3].

**Theorem 1.10.** Suppose that $X$ is an $\mathcal{N}_1$-space and an $\mathcal{N}_\infty$-space and that $Y$ is a Banach space having the Mazur Property and containing no subspace isomorphic to $c_0$ and no complemented subspace isomorphic to $l_1(\Gamma)$ with $|\Gamma| = \aleph_1$. If $X^*$ or $Y$ has the approximation property, then for all infinite ordinals $\lambda$, $\mu$, $\xi$ and $\eta$ the following assertions are equivalent:

(a) $\mathcal{N}(X^\lambda, Y^\xi) \sim \mathcal{N}(X^\mu, Y^\eta)$.

(b) Either $\mathbb{R}^\xi \sim \mathbb{R}^\eta$ or $\mathbb{R}^\xi \sim \mathbb{R}^{\alpha p}$ and $\mathbb{R}^\eta \sim \mathbb{R}^{\alpha q}$ for some uncountable regular ordinal $\alpha$ and finite distinct ordinals $p \neq q$. Moreover, $\lambda$ and $\mu$ have the same cardinality.
1.4. The generalization of (4). We begin by recalling that a cardinal number \( m \) is a real-valued measurable cardinal if there is a non-trivial real-valued measure defined on all subsets of a set of cardinal \( m \) for which points have measure zero [15, page 560]. We also need to introduce the following definition.

**Definition 1.11.** We say that the Banach space \( X \) is a \( \mathcal{K}_0 \)-space if for all infinite sets \( I \) and \( J \) we have

\[
\mathcal{K}(c_0(I), X) \hookrightarrow \mathcal{K}(c_0(J), X) \quad \text{and} \quad \mathcal{K}(c_0(I), X) \hookrightarrow \mathcal{K}(c_0(J), X) \implies |I| = |J|.
\]

**Remark 1.12.** It is clear that every separable Banach space is a \( \mathcal{K}_0 \)-space.

**Theorem 1.13.** Let \( X \) be a Banach space such that \( X^* \) is isomorphic to a subspace of \( l_1 \), and let \( Y \) be a \( \mathcal{K}_0 \)-space having the Mazur Property and containing no subspace isomorphic to \( c_0 \). Suppose that \( X^* \) or \( Y \) has the approximation property and that \( \lambda, \mu, \xi, \) and \( \eta \) are infinite ordinals such that the cardinalities of \( \lambda \) and \( \mu \) are not real-valued measurable cardinals. Then following assertions are equivalent:

(a) \( \mathcal{K}(X^\lambda, Y^\xi) \sim \mathcal{K}(X^\mu, Y^\eta) \).

(b) Either \( \mathbb{R}^\xi \sim \mathbb{R}^\eta \) or \( \mathbb{R}^\xi \sim \mathbb{R}^{\alpha \rho} \) and \( \mathbb{R}^\eta \sim \mathbb{R}^{\alpha \eta} \) for some uncountable regular ordinal \( \alpha \) and finite distinct ordinals \( p \neq q \). Moreover, \( \lambda \) and \( \mu \) have the same cardinality.

**Remark 1.14.** It is well known that the existence of real-valued measurable cardinals cannot be proved in ZFC [20, pages 106 and 108]. On the other hand, it is relatively consistent with ZFC that real-valued measurable cardinals do not exist [21, Theorem 4.14, page 972]. So it is relatively consistent with ZFC that Theorem 1.13 provides a complete isomorphic classification of the spaces.

1.5. The main theorem. Now we are ready to state and prove the main theorem of this paper.

**Theorem 1.15.** Let \( X \) be an \( N_0 \)-space with \( X^* \) having the approximation property and let \( Y \) be an arbitrary subspace of \( l_p \), with \( 1 < p < \infty \). Then for all infinite ordinals \( \lambda, \mu, \xi, \) and \( \eta \), we have

(i) \( \mathcal{N}(X^\lambda, Y^\xi) \nRightarrow \mathcal{K}(X^\mu, Y^\eta) \).

(ii) \( \mathcal{K}(X^\mu, Y^\eta) \nRightarrow \mathcal{N}(X^\lambda, Y^\xi) \).

Furthermore, if \( X \) is also an \( N_1 \)-space, then it is relatively consistent with ZFC that the following assertions are equivalent:

(iii) \( \mathcal{N}(X^\lambda, Y^\xi) \sim \mathcal{N}(X^\mu, Y^\eta) \).

(iv) \( \mathcal{K}(X^\lambda, Y^\xi) \sim \mathcal{K}(X^\mu, Y^\eta) \).

(v) Either \( \mathbb{R}^\xi \sim \mathbb{R}^\eta \) or \( \mathbb{R}^\xi \sim \mathbb{R}^{\alpha \rho} \) and \( \mathbb{R}^\eta \sim \mathbb{R}^{\alpha \eta} \) for some uncountable regular ordinal \( \alpha \) and finite distinct ordinals \( p \neq q \). Moreover, \( \lambda \) and \( \mu \) have the same cardinality.

**Proof.** (i) By Remark 1.4 \( X^* \) is isomorphic to a subspace of \( l_1 \). So according to Remark 1.2 and Theorem 1.1 we are done.

(ii) Since \( Y \) contains no subspace isomorphic to \( l_1 \), it suffices to apply Theorem 1.5.

To see that the assertions above are equivalent, notice that by Remark 1.9 \( X \) is an \( \mathcal{N}_\infty \)-space. Moreover, every separable space has the Mazur Property; see for instance [27, Proposition 2.3]. Hence by Theorem 1.10, (iii) is equivalent to (v).
On the other hand, by Remark 1.12 $Y$ is a $K_\infty$-space. Consequently Theorem 1.13 implies that (iv) is equivalent to (v) whenever $\lambda$, $\mu$, $\xi$ and $\eta$ are infinite ordinals such that the cardinalities of $\lambda$ and $\mu$ are not real-valued measurable cardinals. Therefore according to Remark 1.14, (iv) is equivalent to (v).

**Remark 1.16.** Even for $X=Y=\mathbb{R}$ the condition (v) of Theorem 1.15 cannot be improved. Indeed, suppose that $\alpha$ is an uncountable regular ordinal. Then it is easy to check that

$$\mathcal{N}(\mathbb{R}^\alpha, \mathbb{R}^\alpha) \sim \mathcal{N}(\mathbb{R}^{\alpha^2}, \mathbb{R}^{\alpha^2}) \quad \text{and} \quad \mathcal{K}(\mathbb{R}^\alpha, \mathbb{R}^\alpha) \sim \mathcal{K}(\mathbb{R}^{\alpha^2}, \mathbb{R}^{\alpha^2}).$$

However by [23, Theorem 2] we know that $\mathbb{R}^\alpha \nless \mathbb{R}^{\alpha^2}$.

**Remark 1.17.** It follows from Theorem 1.15 that Samuel’s above-mentioned theorems hold also for a large family of non-metrizable compact spaces $K_i$, $1 \leq i \leq 4$. Indeed, take $X=Y=\mathbb{R}$, $\beta$ a singular ordinal and $\lambda$, $\mu$, $\xi$ and $\eta$ ordinals of the same cardinality as $\beta$. So, condition (v) of Theorem 1.15 is reduced to $\mathbb{R}^\xi \sim \mathbb{R}^\beta$.

From now on, our task is to prove Theorem 1.1 (Section 2), Theorem 1.5 (Section 3), Theorem 1.10 (Section 4) and Theorem 1.13 (Section 5).

**2. On Embedding of $\mathcal{N}(X^\lambda, Y^\xi)$ into $\mathcal{K}(X^\mu, Y^\eta)$**

The main aim of this section is to prove the generalization of (1). That is:

**Proof of Theorem 1.1.** Assume to the contrary that there exist some infinite ordinals $\lambda$, $\mu$, $\xi$ and $\eta$ such that

$$\mathcal{N}(X^\lambda, Y^\xi) \nrightarrow \mathcal{K}(X^\mu, Y^\eta). \quad \text{(5)}$$

Notice that if $X^*$ has the approximation property, then by [11, Proposition 5.8], $l_1([0, \alpha], X^*)$ also has this property. Further, if $Y$ has the approximation property, then since $\mathbb{R}^\alpha$ has the same property for every ordinal $\alpha$ [12, page 245], it follows that $Y^\alpha$ has the approximation property for every ordinal $\alpha$ [23]. Consequently by [11, Corollary, page 65] and [11, Proposition 5.3], we obtain respectively

$$\mathcal{N}(X^\lambda, Y^\xi) \sim l_1([0, \lambda], X^*) \otimes_{\pi} Y^\xi \quad \text{and} \quad \mathcal{K}(X^\mu, Y^\eta) \sim l_1([0, \mu], X^*) \otimes_{\pi} Y^\eta. \quad \text{(6)}$$

Since $\lambda$ and $\xi$ are infinite and $l_1([0, \lambda])$ is a complemented subspace of $l_1([0, \lambda], X^*)$ by [14, page 41] and [23, section 20.3.7.B],

$$l_1([0, \lambda], X^*) \otimes_{\pi} Y^\xi \hookrightarrow l_1([0, \lambda], X^*) \otimes_{\pi} Y^\xi. \quad \text{(7)}$$

Furthermore, by [13, Theorem 1.10],

$$l_1([0, \lambda], Y^\xi) \sim l_1([0, \lambda], \otimes_{\pi} Y^\xi). \quad \text{(8)}$$

But, of course, $\left(\sum_{n=1}^{\infty} l_1^{\beta_n}\right) \hookrightarrow l_1([0, \lambda], Y^\xi)$. So according to (7) and (8),

$$\left(\sum_{n=1}^{\infty} l_1^{\alpha_n}\right) \hookrightarrow l_1([0, \lambda], X^*) \otimes_{\pi} Y^\xi. \quad \text{(9)}$$

On the other hand, it follows by (a) of Theorem 1.1 that

$$l_1([0, \mu], X^*) \rightarrow l_1([0, \mu], l_1) \sim l_1[0, \mu].$$

Hence

$$l_1([0, \mu], X^*) \otimes_{\pi} Y^\eta \hookrightarrow l_1[0, \mu] \otimes_{\pi} Y^\eta.$$
Moreover, by [35] Theorem 20.5.6 we see that
\[ l_1[0, \mu] \hat{\otimes}_e Y^n \sim l_1[0, \mu] \hat{\otimes}_e (Y \hat{\otimes}_e \mathbb{R}^n) \sim \mathbb{R}^n \hat{\otimes}_e (l_1[0, \mu] \hat{\otimes}_e Y) \sim (l_1[0, \mu] \hat{\otimes}_e Y)^n. \]
So
\[ l_1([0, \mu], X^*) \hat{\otimes}_e Y^n \hookrightarrow (l_1[0, \mu] \hat{\otimes}_e Y)^n. \]
Therefore by (5), (6), (9) and (10) we see that
\[ \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \hookrightarrow (l_1[0, \mu] \hat{\otimes}_e Y)^n. \]
However, it is not difficult to check that \( \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \) contains no subspace isomorphic to \( c_0 \) and that \( l_1[0, \mu] \hat{\otimes}_e Y \) is isomorphic to its own square. Consequently by (11) and [18] Theorem 2.3 we deduce that
\[ \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \hookrightarrow l_1 \hat{\otimes}_e Y. \]
Thus by the separability of \( \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \), we conclude
\[ \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \hookrightarrow l_1 \hat{\otimes}_e Y. \]
This contradicts (b) and the proof is complete. \( \square \)

Observe that [7] Proposition 1 states that \( Y = c_0 \) satisfies the hypothesis of Theorem 1.1. Next, inspired by this proposition, we will show that the same happens with \( Y = l_p \) with \( 1 < p < \infty \). In this case, we will need some results of [35].

**Proposition 2.1.** Suppose that \( 1 < p < \infty \). Then \( \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \not\hookrightarrow l_1 \hat{\otimes}_e l_p. \)

**Proof.** Following [35] we consider the Banach space
\[ s l_p(l_1) = \{ u = (x_n)_{n \in \mathbb{N}} \text{ with } x_n \in l_1, \forall n \in \mathbb{N} : \sum_{n=1}^{\infty} |x^*(x_n)|^p < \infty, \forall x^* \in l_1^* \}, \]
with \( \|u\| = \sup\{\left(\sum_{n=1}^{\infty} |x^*(x_n)|^p\right)^{1/p} : x^* \in l_1^* \text{ and } \|x^*\| \leq 1\}. \) For every \( m \in \mathbb{N} \), we denote by \( P_m : s l_p(l_1) \to s l_p(l_1) \) the linear operator given by \( P_m((x_n)_{n \in \mathbb{N}}) = (y_n)_{n \in \mathbb{N}} \), where \( y_n = x_n \) for every \( n \leq m \) and \( y_n = 0 \) for every \( n > m \). We also denote \( F_p(l_1) = \{ u \in s l_p(l_1) : \lim_{m \to \infty} P_m(u) = u \}. \) Then by [35] page 106, \( F_p(l_1) \) is isometric to \( l_p \otimes l_1 \).

We will assume by contradiction that \( F_p(l_1) \) contains a subspace isomorphic to \( \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \). Then there exists a linear operator \( T : \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \to F_p(l_1) \) and \( M \geq 1 \) such that, for every \( x \in \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \), we have
\[ 1/M \|x\| \leq \|T(x)\| \leq M \|x\|. \]
Notice that for every \( m \in \mathbb{N} \), \( P_m(F_p(l_1)) \) is isomorphic to \( (l_1)^m \) which in turn is isomorphic to \( l_1 \). Hence \( P_m(F_p(l_1)) \) does not contain \( l_\infty^m \)'s uniformly. Thus \( P_m T \) cannot be an isomorphism onto its image. Therefore, for every \( \epsilon > 0 \), there exists \( z \) in the unit sphere of \( \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \) such that \( \|P_m T(z)\| \leq \epsilon \).

Thus, by using induction and a “gliding hump” argument, as in the proof of [7] Proposition 1, we can find a sequence \( (z_k)_{k \in \mathbb{N}} \) in the unit sphere of \( \left( \sum_{n=1}^{\infty} l_\infty^n \right)_{1} \) and an increasing sequence \( (m_k)_{k \in \mathbb{N}} \) in \( \mathbb{N} \) such that for every \( k \in \mathbb{N} \),
\[ \text{(i) } \|P_{m_k} T(z_k)\| < 1/2^k, \]
For every \( k \in \mathbb{N} \), denote \( w_k = (P_{m_{k+1}} - P_{m_k})T(z_k) \) and \( u_k = T(z_k) - w_k \). According to Rosenthal’s \( l_1 \)-theorem \[30\] Theorem 2.6.5, by passing to a subsequence we may assume that \((z_k)_{k \in \mathbb{N}}\) is weakly Cauchy or is equivalent to the unit vector basis of \( l_1 \). In both cases we will get a contradiction.

In the first case, since \((\sum_{n=1}^{\infty} l_n^2)_{1}\) has Schur property, \((z_k)_{k \in \mathbb{N}}\) converges in norm to some \( z \) in \((\sum_{n=1}^{\infty} l_n^2)_{1}\). On the other hand, by (i) and (iii) we see that \((n_k)_{k \in \mathbb{N}}\) is a null sequence in \( F_p(l_1) \). Moreover, according to (ii), \((w_k)_{k \in \mathbb{N}}\) is a semi-normalized disjointly supported sequence in \( F_p(l_1) \). Therefore it is a null sequence in \( F_p(l_1) \).

Hence \( Tz = 0 \), which is of course absurd, since (12) holds.

In the second case, by (i) and (iii), for every \( k \in \mathbb{N} \), we have \( \|T(z_k) - w_k\| < 1/2^k \). Thus by the classical perturbation result \[30\] Proposition 1.a.9, by passing to a further subsequence we may assume that \( v_k \sim w_k/\|w_k\| \) is also equivalent to the unit vector basis of \( l_1 \).

Next, we need to recall some more definitions of \[35\]. For every \( m \in \mathbb{N} \), define \( Q_m : l_1 \to l_1 \) by \( Q_m((a_n)_{n \in \mathbb{N}}) = (b_n)_{n \in \mathbb{N}} \), where \( b_n = a_n \) for every \( n \leq m \) and \( b_n = 0 \) for every \( n > m \).

Define also \( \hat{Q}_m : F_p(l_1) \to F_p(l_1) \) by \( \hat{Q}_m((x_n)_{n \in \mathbb{N}}) = (Q_m(x_n))_{n \in \mathbb{N}} \). Then, for every \( m \in \mathbb{N} \), \( \|Q_m\| = 1 \) and by \[35\] Lemma 1 we know that

\[
\hat{Q}_m(F_p(l_1)) \sim I_p, \quad \forall m \in \mathbb{N}.
\]

Furthermore, according to \[35\] Lemma 2 we have

\[
\lim_{m \to \infty} \hat{Q}_m(x) = x, \quad \forall x \in F_p(l_1).
\]

Since \( p > 1 \), it follows by (13) that \( \hat{Q}_1 \) restricted to the closed linear span of \( \{v_i : i \in \mathbb{N} \} \) in \( F_p(l_1) \) is not an isomorphism onto its image. So, there exist \( k_1 \in \mathbb{N} \) and \( v_1 \in \) the unit sphere of the closed linear span of \( \{v_i : 1 \leq i \leq k_1 \} \) in \( F_p(l_1) \) such that \( \|\hat{Q}_1(v_1')\| < 1/2 \). By (14), there exists \( n_2 > 1 = n_1 \) such that \( \|v_1' - \hat{Q}_n v_1'\| < \delta/2 \). Again \( \hat{Q}_{n_2} \) restricted to the closed linear span of \( \{v_i : i \geq k_1 + 1 \} \) in \( F_p(l_1) \) is not an isomorphism onto its image. Thus there exist \( k_2 \in \mathbb{N} \) and \( v_2' \) in the unit sphere of the closed linear span of \( \{v_i : k_1 + 1 \leq i \leq k_2 \} \) in \( F_p(l_1) \) such that \( \|\hat{Q}_1(v_2')\| < 1/2^2 \).

By induction, we obtain a block basic sequence \( (v_k')_{k \in \mathbb{N}} \) of \( (v_k)_{k \in \mathbb{N}} \) such that for every \( k \in \mathbb{N} \),

\[
\hat{Q}_n \sim \hat{Q}_{n_k}(v_k'),
\]

\[
\|\hat{Q}_{n_{k+1}}(v_k') - \hat{Q}_{n_k}(v_k')\| < 1/2^k.
\]

Put

\[
w_k' = \frac{\hat{Q}_{n_{k+1}}(v_k') - \hat{Q}_{n_k}(v_k')}{\|\hat{Q}_{n_{k+1}}(v_k') - \hat{Q}_{n_k}(v_k')\|}.
\]

Again by the classical perturbation result \[30\] Proposition 1.a.9, by passing to a subsequence we may assume that \( (w_k')_{k \in \mathbb{N}} \) is equivalent to the unit vector basis of \( l_1 \). Moreover, observe that we have constructed two strictly increasing sequences \( (m_k)_{k \in \mathbb{N}} \) and \( (n_k)_{k \in \mathbb{N}} \) in \( \mathbb{N} \) with \( n_1 = 1 \) and \( m_1 = 1 \) and a normalized sequence \( (w_k')_{k \in \mathbb{N}} \).
in $F_p(l_1)$ such that for every $k \in \mathbb{N}$, $w'_k = (P_{n_k} - P_{n_{k-1}})(w'_k) = (Q_{m_k} - Q_{m_{k-1}})(w'_k)$.

Hence according to the proof of the main theorem of [35], $(w'_k)_{k \in \mathbb{N}}$ is equivalent to the unit vector basis of $l_p$, a contradiction because $l_1$ is not isomorphic to $l_p$, with $1 < p < \infty$.

3. On embedding of $\mathcal{K}(X^\lambda, Y^{\xi})$ into $\mathcal{N}(X^\mu, Y^\eta)$

The main goal of this section is the generalization of (2). In order to do this we need to state Proposition 3.1. It is an adaptation of [8, Lemma 1] and [8, Proposition 3]. For the sake of completeness, we give the proof of this proposition.

Proposition 3.1. Let $X$ be a Banach space such that $c_0(l_1) \hookrightarrow l_1(\mathbb{N}, X)$. Then there exists $1 \leq m < \omega$ such that $c_0(l_1) \hookrightarrow X^m$.

Proof. Let $T : c_0(l_1) \rightarrow l_1(\mathbb{N}, X)$ be an isomorphism onto its image and let $M \geq 1$ be such that for all $x \in c_0(l_1)$ we have $1/M\|x\| \leq \|T(x)\| \leq M\|x\|$. Suppose that $c_0(l_1) \not\sim X^m$, for every $1 \leq m < \omega$. For every $m \in \mathbb{N}$, denote by $P_m : c_0(l_1) \rightarrow c_0(l_1)$ the linear operator given by $P_m((x_n)_{n \in \mathbb{N}}) = (y_n)_{n \in \mathbb{N}}$, where $y_n = x_n$ for every $n \leq m$ and $y_n = 0$ for every $n > m$. Denote also by $Q_m : l_1(\mathbb{N}, X) \rightarrow l_1(\mathbb{N}, X)$ the linear operator given by $Q_m((x_n)_{n \in \mathbb{N}}) = (y_n)_{n \in \mathbb{N}}$, where $y_n = x_n$ for every $n \leq m$ and $y_n = 0$ for every $n > m$. Let $I$ be the identity operator in $c_0(l_1)$.

Observe that $(I - P_n)(c_0(l_1))$ is isomorphic to $c_0(l_1)$ and $Q_m(l_1(\mathbb{N}, X))$ is isomorphic to $X^m$, for every $m \in \mathbb{N}$. Therefore, $Q_mT(I - P_n)(c_0(l_1))$ is not an isomorphism onto its image. Pick $m \in \mathbb{N}$. Thus, for each $\varepsilon > 0$ there exists $y$ in the unit sphere of $(I - P_n)(c_0(l_1))$ such that $\|Q_mT(y)\| < \varepsilon$. Since $y = \lim_{j} P_j(y) = \lim_{j} (P_j - P_n)(y)$, there exists $n' > n$ such that $z = (P_{n'} - P_n)(y)$, $3/4 < \|z\| \leq 1$ and $\|Q_mT(z)\| < \varepsilon$.

Therefore, by a “gliding hump” argument, as in the proof of [8, Proposition 3], we can find by induction a sequence $(z_j)_{j \in \mathbb{N}}$ in the unit sphere of $c_0(l_1)$ and two increasing sequence $(k_j)_{j \in \mathbb{N}}$, $(m_j)_{j \in \mathbb{N}}$ in $\mathbb{N}$ such that for every $j \in \mathbb{N}$:

- $(i)$ $z_j = (P_{k_{j+1}} - P_{k_j})z_j$, $3/4 < \|z_j\| \leq 1$,
- $(ii)$ $\|(Q_{m_{j+1}}T(z_j))\| < 1/2^j$,
- $(iii)$ $\|(Q_{m_{j+1}} - Q_{m_j})T(z_j)\| > 1/2^j M$,
- $(iv)$ $\|T(z_j) - Q_{m_{j+1}}T(z_j)\| < 1/2^{j+1}$.

For every $j \in \mathbb{N}$, denote $w_j = (Q_{m_{j+1}} - Q_{m_j})T(z_j)$ and $u_j = T(z_j) - w_j$. Notice that by (i), $(z_j)_{j \in \mathbb{N}}$ is a normalized disjointly supported sequence in $c_0(l_1)$. Hence it is equivalent to the unit vector basis of $c_0$. On the other hand, according to (i) and (iii), $(w_j)_{j \in \mathbb{N}}$ is a normalized disjointly supported sequence in $l_1(\mathbb{N}, X)$. Consequently, it is equivalent to the unit vector basis of $l_1$. Moreover, by (ii) and (iv), $(u_j)_{j \in \mathbb{N}}$ is a null sequence in $l_1(\mathbb{N}, X)$.

Since $z_j = w_j + u_j$, by (iii) and the classical perturbation result [39] Proposition 1.a.9, by passing to a subsequence we conclude that $(T(z_j))_{j \in \mathbb{N}}$ is equivalent to $(w_j)_{j \in \mathbb{N}}$, which contradicts the well-known fact that $c_0$ is not isomorphic to $l_1$. This completes the proof of the proposition. □

Proof of Theorem 1.5. We assume that there exist some infinite ordinals $\lambda$, $\mu$, $\xi$ and $\eta$ such that

$$K(X^\lambda, Y^{\xi}) \hookrightarrow \mathcal{N}(X^\mu, Y^\eta)$$

and argue to a contradiction.
First, as in the beginning of the proof of Theorem 1.1, notice that
\[ K(X^\lambda, Y^\xi) \sim l_1([0, \lambda], X^*) \hat{\otimes}_\pi Y^\xi \text{ and } \mathcal{N}(X^n, Y^n) \sim l_1([0, \mu], X^*) \hat{\otimes}_\pi Y^n. \]
Moreover,
\[ c_0(l_1) \sim l_1 \hat{\otimes} c_0 \ni l_1[0, \lambda] \hat{\otimes} Y^\xi \ni l_1([0, \lambda], X^*) \hat{\otimes}_\pi Y^\xi. \]
On the other hand, by [38 page 358] and [14 Theorem 1.10], we have
\[ l_1([0, \mu], X^*) \hat{\otimes}_\pi Y^n \sim l_1([0, \mu], X^*) \hat{\otimes}_\pi Y^\xi \ni l_1([0, \mu], X^*) \hat{\otimes}_\pi Y^\xi. \]
Since \( X \) is an \( \mathcal{N}_0 \)-space, it follows that \( X^* \hat{\otimes}_\pi Y^n \ni l_1(\mathbb{N}, Y^n) \). Hence
\[ l_1([0, \mu], X^*) \hat{\otimes}_\pi Y^n \ni l_1([0, \mu], l_1(\mathbb{N}, Y^n)) \ni l_1([0, \mu], Y^n). \]
Consequently by (15), (16), (17) and (19) we have \( c_0(l_1) \ni l_1([0, \mu], Y^n) \). Therefore, by the separability of \( c_0(l_1) \) we deduce \( c_0(l_1) \ni l_1(\mathbb{N}, Y^n) \). Thus, by Proposition 3.1 there exists \( 1 \leq m < \omega \) such that \( l_1 \ni c_0(l_1) \ni (Y^n)^m \sim Y^\eta m \).
Then, by [38 Theorem 3.2], there exists \( 1 \leq n < \omega \) such that \( l_1 \ni Y^n \), and [33 Theorem 1] implies that \( l_1 \ni Y \); this gives us the required contradiction.

4. ON ISOMORPHIC CLASSIFICATIONS OF \( \mathcal{N}(X^\lambda, Y^\xi) \) SPACES

The aim of this fourth section is to prove the generalization of (3). In order to prove it, we state some previous auxiliary results.

**Lemma 4.1.** Let \( I \) and \( J \) be sets with \( |I| > |J| \) and \( I \) uncountable. Suppose that \( X \) is a Banach space such that \( l_\infty(J, X) \) contains a subspace isomorphic to \( l_\infty(I) \). Then \( X \) contains a subspace isomorphic to \( l_\infty(\Gamma) \), with \( |\Gamma| = \aleph_1 \).

**Proof.** First we assume that \( |I| \) is a regular cardinal. By hypothesis there exists an isomorphism \( T \) from \( l_\infty(I) \) onto a subspace of \( l_\infty(J, X) \). Let \( M > 0 \) be such that \( M \leq ||T(x)||, \forall x \in l_\infty(I), ||x|| = 1 \). Denote by \( (e_i)_{i \in I} \) the unit vectors of \( l_\infty(I) \); that is, \( e_i(j) = 1 \) if \( i = j \) and \( e_i(j) = 0 \) if \( i \neq j \), for all \( i, j \in I \). For fixed \( j \in J \), we define \( I_j = \{ i \in I : M/2 \leq ||T(e_i)|| \} \). Therefore \( I = \bigcup_{j \in J} I_j \). Hence there is a \( j \in J \) satisfying \( |I_j| = |I| \). We identify \( l_\infty(I_j) \) with the subspace of \( l_\infty(I) \) consisting of those elements \( f \) such that \( f(\gamma) = 0 \) for every \( \gamma \notin I_j \). Let \( P_j : l_\infty(J, X) \rightarrow X \) be the natural projection; that is, \( P_j(f) = f(j) \), for all \( f \in l_\infty(J, X) \). Next, consider the linear operator \( L = P_j T_{l_\infty(I_j)} : l_\infty(I_j) \rightarrow X \). Then inf \( \{ ||L(e_i)|| : i \in I_j \} > 0 \).
So, according to Remark 1 after [33 Proposition 1.2], there exists \( I \subseteq J \) with \( |\Gamma| = |I| \) such that \( L_{l_\infty(\Gamma)} \) is an isomorphism onto its image. So we are done.

Let us now suppose that \( |I| \) is a singular cardinal. Then there exists a limit ordinal \( \lambda \) such that \( |I| = \aleph_\lambda \). Let \( \gamma \) be an ordinal satisfying \( |J| < \aleph_\gamma + 1 < \aleph_\lambda \). It is well known that \( \aleph_\gamma + 1 \) is a regular cardinal. Let \( \Lambda \) be a set of cardinality \( \aleph_{\gamma + 1} \). By hypothesis \( l_\infty(\Lambda) \ni l_\infty(I) \ni l_\infty(J, X) \). Hence according to what we have just proved \( X \) contains a subspace isomorphic to \( l_\infty(\Gamma) \), with \( |\Gamma| = \aleph_1 \). □

**Lemma 4.2.** Let \( I \) and \( J \) be sets with \( |I| > |J| \) and \( I \) uncountable. Suppose that \( X \) is a Banach space such that \( l_1(J, X) \) contains a complemented subspaces isomorphic to \( l_1(I) \). Then \( X \) contains a complemented subspace isomorphic to \( l_1(\Gamma) \), with \( |\Gamma| = \aleph_1 \).
Proof. Since \( l_1(J,X) \) contains a complemented subspace isomorphic to \( l_1(I) \), it follows that \( l_\infty(I) \hookrightarrow l_\infty(J,X^*) \). By Lemma 4.1 there exists a set \( \Gamma \) with \( |\Gamma| = \aleph_1 \) such that \( l_\infty(\Gamma) \hookrightarrow X^* \). Hence by [34 Corollary 1.2], \( X \) contains a complemented subspace isomorphic to \( l_1(\Gamma) \).

Lemma 4.3. Suppose that \( X \) is an \( \aleph_1 \)-space and that \( Y \) is a Banach space containing no complemented subspace isomorphic to \( l_1(\Gamma) \), with \( |\Gamma| = \aleph_1 \). Assume that \( X^* \) or \( Y \) has the approximation property and

\[
l_1([0,\lambda], X^*) \hat{\otimes}_\pi Y^\xi \sim l_1([0,\mu], X^*) \hat{\otimes}_\pi Y^\eta,
\]

for some infinite ordinals \( \lambda, \mu, \xi \) and \( \eta \). Then \( \lambda = \mu \).

Proof. Suppose that \( \lambda \neq \mu \). We can assume without loss of generality that \( \lambda < \mu \). Since \( \mathbb{R} \) is a complemented subspace of \( Y^\eta \), by [14 page 41] and [38 section 20.3.7.B], we see that

\[
l_1([0,\mu], X^*) \hat{\otimes}_\pi Y^\eta \sim l_1([0,\mu], X^*) \hat{\otimes}_\pi Y^\eta.
\]

Moreover, \( l_1([0,\mu], X^*) \) is a complemented subspace of \( l_1([0,\mu], X^*) \). Thus, again by [14 page 41] and [38 section 20.3.7.B], we have

\[
l_1([0,\mu], X^*) \hat{\otimes}_\pi Y^\eta \sim l_1([0,\mu], X^*) \hat{\otimes}_\pi Y^\eta.
\]

On the other hand, by [14 Theorem 1.10], \( l_1([0,\lambda], X^*) \sim l_1([0,\lambda], X^*) \hat{\otimes}_\pi X^* \). So by [38 section 20.3.7.B],

\[
l_1([0,\lambda], X^*) \hat{\otimes}_\pi Y^\eta \sim (l_1([0,\lambda], X^*) \hat{\otimes}_\pi Y^\eta).
\]

Now by [38 section 20.3.3] and again [14 Theorem 1.10] we deduce

\[
l_1([0,\lambda], X^*) \hat{\otimes}_\pi Y^\eta \sim l_1([0,\lambda], X^*) \hat{\otimes}_\pi Y^\eta.
\]

According to our hypothesis, \( (20), (21), (22) \) and \( (23) \), \( l_1([0,\mu], X^*) \hat{\otimes}_\pi Y^\eta \sim l_1([0,\lambda], X^*) \hat{\otimes}_\pi Y^\eta \). Therefore, by Lemma 4.2, there exists a set \( \Gamma \) with cardinality \( \aleph_1 \) such that \( l_1(\Gamma) \hat{\otimes}_\pi Y^\eta \sim X^* \hat{\otimes}_\pi Y^\eta \). But as we observed in the beginning of the proof of Theorem 1.1, if \( Y \) has the approximation property, then \( Y^\eta \) also has this property. So by our hypothesis and [11 Corollary of page 65], we infer that \( l_1(\Gamma) \hat{\otimes}_\pi Y^\eta \sim X(\Gamma, Y^\xi) \). Since \( X \) is an \( \aleph_1 \)-space, it follows that \( l_1(\Gamma) \hat{\otimes}_\pi Y^\xi \). But \( c_0 \not\hookrightarrow l_1(\Gamma) \). Thus, according to [18 Theorem 2.3], there exists \( 1 \leq m < \omega \) such that \( l_1(\Gamma) \hat{\otimes}_\pi Y^m \). Consequently \( l_\infty(\Gamma) \hookrightarrow (Y^*)^m \), and applying Lemma 4.1, we conclude \( l_\infty(\Gamma) \hookrightarrow Y^* \). Hence by [34 Corollary 1.2], \( l_1(\Gamma) \hat{\otimes}_\pi Y^\eta \), a contradiction to the hypothesis of the lemma.

Lemma 4.4. Suppose that \( X \) is an \( \aleph_1 \)-space and that \( Y \) is a Banach space containing no subspace isomorphic to \( c_0 \). Assume that \( X^* \) or \( Y \) has the approximation property and

\[
l_1([0,\lambda], X^*) \hat{\otimes}_\pi Y^\xi \sim l_1([0,\mu], X^*) \hat{\otimes}_\pi Y^\eta,
\]

for some infinite ordinals \( \lambda, \mu, \xi \) and \( \eta \). Then \( \xi = \eta \).

Proof. Suppose \( \xi \neq \eta \) and assume without loss of generality that \( \xi < \eta \). First of all, observe that \( \mathbb{R} \) is a complemented subspace of \( X^* \). Then by [14 page 41] and [38 section 20.3.7.B], \( Y^\eta \sim \mathbb{R} \hat{\otimes}_\pi Y^\eta \hat{\otimes}_\pi X^* \hat{\otimes}_\pi Y^\eta \). Hence by using our hypothesis we see that

\[
\mathbb{R}^\eta \hookrightarrow Y^\eta \sim \mathbb{R} \hat{\otimes}_\pi Y^\eta \hat{\otimes}_\pi X^* \hat{\otimes}_\pi Y^\eta \sim l_1([0,\mu], X^* \hat{\otimes}_\pi Y^\eta) \sim l_1([0,\mu], X^* \hat{\otimes}_\pi Y^\eta) \sim l_1([0,\lambda], X^* \hat{\otimes}_\pi Y^\xi).
\]
Since $l_1 \not\rightarrow R^n$, there exists $1 \leq m < \omega$ such that $R^n \hookrightarrow (X^* \hat{\otimes}_\pi Y^\xi)^m$. But by [38 section 20.3.3], we deduce

$$(X^* \hat{\otimes}_\pi Y^\xi)^m \sim X^* \hat{\otimes}_\pi (Y^\xi)^m \sim X^* \hat{\otimes}_\pi Y^m.$$  

Consequently, $R^n \hookrightarrow X^* \hat{\otimes}_\pi Y^m$. That is, $R^n \hookrightarrow \mathbb{N}(X, Y^m)$. Since $X$ is an $\mathbb{N}_\infty$-space, there exists $1 \leq p < \omega$ such that

$$R^n \hookrightarrow (Y^\xi)^p \sim Y^{(mp)} \sim (Y^{mp})^\xi.\tag{24}$$

Now let $\alpha$ be the initial ordinal of cardinality $\eta$. Thus by (24) we have $R^\alpha \hookrightarrow (Y^{mp})^\xi$. Thus by [19] Proposition 2.13, we see that $c_0 \hookrightarrow Y^{mp}$. Consequently by [35] Theorem 1, $c_0 \hookrightarrow Y$. This contradiction completes the proof. \hfill \Box

Before presenting the proof of Theorem 1.10, we recall some definitions from [17] and [20]. Let $\gamma$ be an ordinal. A $\gamma$-sequence in a set $A$ is a function $f : [1, \gamma] \rightarrow A$ and will be denoted by $(x_\beta)_{\beta < \gamma}$. If $A$ is a topological space and $\beta$ is an ordinal, we will say that the $\gamma$-sequence $(x_\beta)_{\beta < \gamma}$ is $\beta$-continuous if for every $\beta$-sequence of ordinals $(\theta_\xi)_{\xi < \beta}$ of $[0, \gamma]$ which converges to $\theta_\beta$ when $\xi$ converges to $\beta$, we have that $x_{\theta_\xi}$ converges to $x_{\theta_\beta}$.

Let $X$ be a Banach space, $\alpha$ an ordinal number and $\varphi$ a cardinal number. By $X^*_\varphi$ we will denote the space of all $x** \in X**$ having the following property: for every set $B$ with $|B| = \varphi$, $\beta < \alpha$ and $\beta$-family $x^B = (x^B_\xi(b))_{\xi < \beta}$, $b \in B$, of $\beta$-sequences of $X^*$ such that there exists $M \in \mathbb{R}$ with $\|x^B_\xi(b)\| \leq M$ for every $b \in B$ and $\xi < \beta$, and such that $x^B_\xi(b)(x) \xrightarrow{\xi \rightarrow \beta} 0$, $\forall x \in X$, uniformly in $b$, we have $x**(x^B_\xi(b)) \xrightarrow{\xi \rightarrow \beta} 0$ uniformly in $b$.

Clearly $X^*_\varphi$ is a closed subspace of $X**$ and $cX \subset X^*_\varphi$, where $cX$ is the canonical image of $X$ in $X**$.

Observe that if $X$ has the Mazur property, then $X^*_\varphi = cX$.

Let $X$ be a Banach space and let $\alpha$ be an uncountable regular ordinal. Following [20] Definition 2.2, we set $[X]_\alpha = \bigcap_{\varphi < \alpha} X^*_\varphi$.

**Proof of Theorem 1.10.** We begin by noticing that if $\lambda$, $\mu$, $\xi$ and $\eta$ are infinite ordinals, then by [11] Corollary 1, page 65],

$$\mathbb{N}(X^\lambda, Y^\xi) \sim l_1([0, \lambda], X^*) \hat{\otimes}_\pi X^\xi \text{ and } \mathbb{N}(X^\mu, Y^\eta) \sim l_1([0, \mu], X^*) \hat{\otimes}_\pi Y^\eta.\tag{25}$$

First assume that Theorem 1.10(b) holds. So $\bar{\lambda} = \bar{\mu}$. We distinguish two cases:

**Case 1.** $\mathbb{R}^\xi \sim \mathbb{R}^\eta$. Then $Y^\xi \sim Y \hat{\otimes}_\pi \mathbb{R}^\xi \sim Y \hat{\otimes}_\pi \mathbb{R}^\eta \sim Y^\eta$. Hence

$$l_1([0, \lambda], X^*) \hat{\otimes}_\pi Y^\xi \sim l_1([0, \lambda], X^*) \hat{\otimes}_\pi Y^\eta,$$

and by (25) it follows that Theorem 1.10(a) holds.

**Case 2.** $\mathbb{R}^\xi \sim \mathbb{R}^{op}$ and $\mathbb{R}^\eta \sim \mathbb{R}^{aq}$ for some uncountable regular ordinal $\alpha$ and finite ordinals $p$ and $q$. Then $Y^\xi \sim Y^{op}$ and $Y^\eta \sim Y^{aq}$. Hence by [38] section 20.7.B],

$$l_1([0, \lambda], X^*) \hat{\otimes}_\pi Y^\xi \sim l_1([0, \lambda], X^*) \hat{\otimes}_\pi Y^{op},\tag{26}$$

and

$$l_1([0, \mu], X^*) \hat{\otimes}_\pi Y^\eta \sim l_1([0, \mu], X^*) \hat{\otimes}_\pi Y^{aq}.\tag{27}$$

Since $\lambda$ is infinite, it is easy to see that $l_1([0, \lambda], X^*) \sim (l_1([0, \lambda], X^*))^q$. Therefore by [38] section 20.3.7.B],

$$l_1([0, \lambda], X^*) \hat{\otimes}_\pi Y^{op} \sim (l_1([0, \lambda], X^*))^q \hat{\otimes}_\pi Y^{op}.\tag{28}$$
Now by applying [38, Section 20.3.3] twice, we get

(29) \((l_1([0, \lambda], X^{\ast}))^{\omega} \otimes_{\pi} Y^{\omega \alpha} \sim (l_1([0, \lambda], X^{\ast}))^{\omega} \otimes_{\pi} Y^{\omega \alpha} \sim l_1([0, \lambda], X^{\ast}) \otimes_{\pi} (Y^{\omega \alpha})^{\eta}\).

According to (28) and (29)

(30) \(l_1([0, \lambda], X^{\ast}) \otimes_{\pi} Y^{\omega \alpha} \sim l_1([0, \lambda], X^{\ast}) \otimes_{\pi} (Y^{\omega \alpha})^{\eta}\),

Similarly, we obtain

(31) \(l_1([0, \mu], X^{\ast}) \otimes_{\pi} Y^{\omega \alpha} \sim l_1([0, \mu], X^{\ast}) \otimes_{\pi} (Y^{\omega \alpha})^{\eta}\).

Moreover, since \((Y^{\omega \alpha})^{\eta} \sim Y^{\omega(\eta \cdot \alpha)} \sim (Y^{\omega \alpha})^{\eta}\), it follows [38, section 20.3.7B] that

(32) \(l_1([0, \lambda], X^{\ast}) \otimes_{\pi} (Y^{\omega \alpha})^{\eta} \sim l_1([0, \lambda], X^{\ast}) \otimes_{\pi} (Y^{\omega \alpha})^{\eta}\).

Keeping in mind that \(\bar{\lambda} = \bar{\mu}\), by (26), (27), (30), (31), (32) and [38, Section 20.3.7B], we get

\[ l_1([0, \lambda], X^{\ast}) \otimes_{\pi} Y^{\bar{\xi}} \sim l_1([0, \lambda], X^{\ast}) \otimes_{\pi} Y^{\bar{\xi}} \sim l_1([0, \lambda], X^{\ast}) \otimes_{\pi} Y^{\bar{\xi}}. \]

and again by (25) we deduce that Theorem 1.10(a) holds.

Conversely, suppose now that (a) holds. Thus by (25),

(33) \(l_1([0, \lambda], X^{\ast}) \otimes_{\pi} Y^{\bar{\xi}} \sim l_1([0, \lambda], X^{\ast}) \otimes_{\pi} Y^{\bar{\xi}}\).

Thus Lemma 4.3 implies that \(\bar{\lambda} = \bar{\mu}\). Moreover, by Lemma 4.4, \(\bar{\xi} = \bar{\eta}\).

Next, without loss of generality we assume that \(\xi < \eta\). Let \(\alpha\) be the initial ordinal of cardinality \(\bar{\xi}\). There are two cases:

Case 1. \(\alpha = \omega\) or \(\alpha\) is a singular ordinal or \(\alpha\) is an uncountable regular ordinal with \(\alpha^2 < \xi\). In this case \(\eta < \xi\), because if \(\xi^\omega \leq \eta\), then by proceeding as in (24), there exist finite ordinals \(m\) and \(p\) such that \(R^{\alpha^2} \hookrightarrow R^{\eta} \hookrightarrow (Y^{mp})^\xi\). Thus by [19, Lemma 2.11], we conclude that \(c_0 \rightarrow Y^{mp}\). Once again by [35, Theorem 1], we infer that \(c_0 \rightarrow Y\), which is absurd. Thus \(\eta < \xi\) and [28, Theorem 1] implies that \(R^{\xi} \sim R^{\eta}\). So Theorem 1.10(b) holds.

Case 2. \(\alpha\) is an uncountable regular ordinal with \(\xi < \alpha^2\). In this case we will show that \(\eta < \alpha^2\). Indeed, otherwise write \(\xi = \alpha^2 + \gamma\) with \(\gamma < \alpha\). Then [28, Theorem 2] implies that \(Y^{\gamma} \sim Y^{\alpha \gamma}\). So by (33)

\[ R^{\alpha^2} \hookrightarrow R^{\eta} \hookrightarrow Y^{\gamma} \hookrightarrow X^* \otimes_{\pi} Y^{\gamma} \hookrightarrow l_1([0, \mu], X^{\ast}) \otimes_{\pi} Y^{\gamma} \sim l_1([0, \lambda], X^{\ast}) \otimes_{\pi} Y^{\alpha \gamma}. \]

Once again proceeding as in (24) we conclude that there exists finite ordinals \(m\) and \(p\) such that \(R^{\alpha^2} \hookrightarrow (Y^{mp})^{\alpha \gamma}\).

Let \(I\) and \(J\) be two sets of cardinality \(\bar{\alpha}\) and \(\bar{\chi}\) respectively. By [19, Lemma 2.4] we see that

\[ \frac{[R^{\alpha^2}]_{\alpha}}{c(R^{\alpha^2})} \sim \frac{[(Y^{mp})^{\alpha \gamma}]_{\alpha}}{c((Y^{mp})^{\alpha \gamma})}. \]

Now by [20, Proposition 2.8],

\[ c_0(I) \sim \frac{[R^{\alpha^2}]_{\alpha}}{c(R^{\alpha^2})} \quad \text{and} \quad c_0(J, Y^{mp}) \sim \frac{[(Y^{mp})^{\alpha \gamma}]_{\alpha}}{c((Y^{mp})^{\alpha \gamma})}. \]

Consequently, \(c_0(I) \hookrightarrow c_0(J, Y^{mp})\). According to [19, Lemma 2.4], we conclude that \(c_0 \rightarrow Y^{mp}\) and therefore [35, Theorem 1] implies that \(c_0 \rightarrow Y\), contradicting the hypothesis.
Lemma 5.1. Let $X^*$ be a Banach space containing no subspace isomorphic to $c_0$. Then for every set $\Gamma$ we have $c_0(\Gamma, X^*) \sim Y^\xi$. 

Proof. Suppose that there exists a set $\Gamma$ such that $c_0 \not\leftrightarrow l_1(\Gamma, X^*) \hat\otimes_\pi Y$. Since $X^* \not\leftrightarrow l_1$, we infer $c_0 \not\leftrightarrow l_1(\Gamma, X^*) \hat\otimes_\pi Y \leftrightarrow l_1(\Gamma, l_1) \hat\otimes_\pi Y \sim l_1(\Gamma) \hat\otimes_\pi Y$. Then by the separability of $c_0$, we deduce $c_0 \not\leftrightarrow l_1 \hat\otimes_\pi Y \leftrightarrow L_1[0, 1] \hat\otimes_\pi Y$. Hence by [19, Theorem 3.2] we would conclude that $c_0 \not\leftrightarrow Y$, which contradicts our hypothesis regarding $Y$ and this finishes the proof.

5. ON ISOMORPHIC CLASSIFICATIONS OF $\mathcal{K}(X^\lambda, Y^\xi)$ SPACES

The purpose of this section is to prove the generalization of (4).

Lemma 5.1. Let $X$ be a Banach space such that $X^*$ is isomorphic to a subspace of $l_1$ and let $Y$ be a Banach space containing no subspace isomorphic to $c_0$. Then for every set $\Gamma$ we have $c_0 \leftrightarrow l_1(\Gamma, X^*) \hat\otimes_\pi Y$.

Proof. Suppose that there exists a set $\Gamma$ such that $c_0 \not\leftrightarrow l_1(\Gamma, X^*) \hat\otimes_\pi Y$. Since $X^* \not\leftrightarrow l_1$, we infer $c_0 \not\leftrightarrow l_1(\Gamma, X^*) \hat\otimes_\pi Y \leftrightarrow l_1(\Gamma, l_1) \hat\otimes_\pi Y \sim l_1(\Gamma) \hat\otimes_\pi Y$. Then by the separability of $c_0$, we deduce $c_0 \not\leftrightarrow l_1 \hat\otimes_\pi Y \leftrightarrow L_1[0, 1] \hat\otimes_\pi Y$. Hence by [16, Theorem 3.2] we would conclude that $c_0 \not\leftrightarrow Y$, which contradicts our hypothesis regarding $Y$ and this finishes the proof.

Lemma 5.2. Let $X$ be a Banach space such that $X^*$ is isomorphic to a subspace of $l_1$ and let $Y$ be a $K_0$-space containing no subspace isomorphic to $c_0$. Suppose that $l_1([0, \lambda], X^*) \hat\otimes_\pi Y^\xi \sim l_1([0, \mu], X^*) \hat\otimes_\pi Y^\eta$, for some infinite ordinals $\lambda$, $\mu$, $\xi$ and $\eta$. Then $\lambda = \mu$. 

Proof. Suppose that there exists a set $\Gamma$ such that $c_0 \not\leftrightarrow l_1(\Gamma, X^*) \hat\otimes_\pi Y$. Since $X^* \not\leftrightarrow l_1$, we infer $c_0 \not\leftrightarrow l_1(\Gamma, X^*) \hat\otimes_\pi Y \leftrightarrow l_1(\Gamma, l_1) \hat\otimes_\pi Y \sim l_1(\Gamma) \hat\otimes_\pi Y$. Then by the separability of $c_0$, we deduce $c_0 \not\leftrightarrow l_1 \hat\otimes_\pi Y \leftrightarrow L_1[0, 1] \hat\otimes_\pi Y$. Hence by [16, Theorem 3.2] we would conclude that $c_0 \not\leftrightarrow Y$, which contradicts our hypothesis regarding $Y$ and this finishes the proof.
Proof. It follows from the hypothesis that

\[(34) \quad l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y \overset{\kappa}{\hookrightarrow} l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y^n \sim (l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y)^n.\]

Since \(l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y\) is isomorphic to its square, it follows by (34), Lemma 5.1 and \[13\) Theorem 2.3) that \(l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y \overset{\kappa}{\hookrightarrow} l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y.\)

Analogously we obtain \(l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y \overset{\kappa}{\hookrightarrow} l_1([0, \lambda], X^*) \hat{\otimes}_\kappa Y.\) Therefore by the Pełczyński decomposition method \[9\) page 63], we infer

\[(35) \quad l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y \sim l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y.\]

By hypothesis \(X^* \hookrightarrow l_1.\) So (35) implies that

\[l_1[0, \lambda] \hat{\otimes}_\kappa Y \overset{\kappa}{\hookrightarrow} l_1[0, \mu] \hat{\otimes}_\kappa Y \quad \text{and} \quad l_1[0, \mu] \hat{\otimes}_\kappa Y \overset{\kappa}{\hookrightarrow} l_1[0, \lambda] \hat{\otimes}_\kappa Y.\]

By the definition of \(\mathcal{K}_{0}\)-space we conclude that \(\lambda=\bar{\mu}.\)

Proof of Theorem 1.13. We start by observing that \[11\) Proposition 5.3] implies that

\[(36) \quad \mathcal{K}(X^\lambda, Y^\xi) \sim l_1([0, \lambda], X^*) \hat{\otimes}_\kappa Y^\xi \quad \text{and} \quad \mathcal{K}(X^n, Y^n) \sim l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y^n.\]

First suppose that Theorem 1.13(b) holds. Then it suffices to proceed as in the proof of the first part of Theorem 1.10 and to use the analogous properties of injective tensor product to conclude that Theorem 1.13(a) holds.

Conversely, assume that Theorem 1.13(a) holds. So by (36) we have

\[(37) \quad l_1([0, \lambda], X^*) \hat{\otimes}_\kappa Y^\xi \sim l_1([0, \mu], X^*) \hat{\otimes}_\kappa Y^n.\]

Then according to Lemma 4.3, \(\bar{\lambda}=\bar{\mu},\) and therefore by (37) we get

\[(38) \quad l_1([0, \lambda], X^*) \hat{\otimes}_\kappa Y^\xi \sim l_1([0, \lambda], X^*) \hat{\otimes}_\kappa Y^n.\]

Put \(Z = l_1([0, \lambda], X^*) \hat{\otimes}_\kappa Y.\) Since \(X^*\) is separable, by \[27\) Corollary 5.2.3], \(X^* \hat{\otimes}_\kappa Y\) has the Mazur property. Therefore \[27\) Theorem 5.3] implies that \(Z\) also has this property. Notice that for every ordinal \(\beta, l_1([0, \lambda], X^*) \hat{\otimes}_\kappa Y^\beta \sim Z^\beta.\) Hence (38) can be rewritten as

\[(39) \quad Z^\xi \sim Z^n.\]

Moreover, by Lemma 5.1, \(c_0 \not\to Z.\) Thus, we may apply \[20\) Theorem 1.1] in (39) to obtain that \(\xi \leq \eta.\)

Next, without loss of generality we suppose that \(\xi \leq \eta.\) Let \(\alpha\) be the initial ordinal of cardinality \(\xi.\) We distinguish two cases:

Case 1. \(\alpha = \omega\) or \(\alpha\) is a singular ordinal or \(\alpha\) is an uncountable regular ordinal with \(\alpha^2 \leq \xi.\) Then by (39) and \[20\) Theorem 1.1] we see that \(\eta < \xi^\omega.\) Further, in view of \[28\) Theorem 1] this is equivalent to \(\mathbb{R}^\xi \sim \mathbb{R}^\eta.\) So Theorem 1.13(b) holds.

Case 2. \(\alpha\) is an uncountable regular ordinal with \(\xi < \alpha^2.\) In this case, in virtue of (39), \[20\) Theorem 1.1] implies that \(\eta < \alpha^2.\) Let \(\xi, \eta, \gamma, \delta\) be ordinals such that \(\xi = \alpha \xi' + \gamma\) and \(\eta = \alpha \eta' + \delta, \xi', \eta' \leq \alpha\) and \(\gamma, \delta < \alpha.\) Then by (39) and \[20\) Theorem 1.1] we deduce that \(\xi'\) and \(\eta'\) are finite or \(\xi'\) and \(\eta'\) are infinite and they have the same cardinality.

By \[28\) Theorem 1] this is equivalent to \(\mathbb{R}^\xi \sim \mathbb{R}^\eta\) or \(\xi'\) and \(\eta'\) are finite with \(\xi' \neq \eta'\) and \(\mathbb{R}^\xi \sim \mathbb{R}^\alpha \xi\) and \(\mathbb{R}^\eta \sim \mathbb{R}^\alpha \eta'.\) So once again Theorem 1.13(b) holds. This completes the proof of the theorem. \(\square\)
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