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ABSTRACT. We prove an analog of the Ehrenpreis-Malgrange Lemma for polynomials with quaternionic coefficients, and we apply it to obtain a bound on the growth of the quotient between a slice regular function and a quaternionic polynomial.

1. INTRODUCTION

An important topic in the theory of holomorphic functions is the study of bounds for holomorphic quotients of a holomorphic function and a polynomial. These bounds, which have important applications to the theory of differential equations, are usually rooted in some subtle lower bounds for the moduli of polynomials away from their zeros. Among the most important such bounds, one recalls the so-called Ehrenpreis-Malgrange Lemma [3] and the Cartan minimum modulus theorem [1], [11].

In this paper we show that it is possible to prove similar lower bounds for polynomials with quaternionic coefficients (Theorems 2.8, 2.9, and 2.10). We then apply these lower bounds to control the growth of any slice regular quotient between a slice regular function of a quaternionic variable (see Definition 1.1 below) and a polynomial with quaternionic coefficients (Theorem 3.6).

Let us begin by setting the notation and stating the key preliminary results. Let \( \mathbb{H} \) denote the skew field of real quaternions. Its elements are of the form \( q = x_0 + ix_1 + jx_2 + kx_3 \), where the \( x_i \) are real, and \( i, j, k \), are imaginary units (i.e. their square equals \(-1\)) such that \( ij = -ji = k, jk = -kj = i, \) and \( ki = -ik = j \).

If we denote by \( S \) the 2-dimensional sphere of imaginary units of \( \mathbb{H} \), i.e. \( S = \{ q \in \mathbb{H} : q^2 = -1 \} \), then every nonreal quaternion \( q \) can be written in a unique way as \( q = x + yI \), with \( I \in S \) and \( x, y \in \mathbb{R}, y > 0 \). We will refer to \( x = Re(q) \) as the real part of \( q \) and \( y = Im(q) \) as the imaginary part of \( q \).

In [6], [7], we introduced a new theory of regularity for functions of a quaternionic variable (see [2] for its most recent developments).
Definition 1.1. Let Ω be a domain in ℍ. A function \( f : \Omega \to \mathbb{H} \) is said to be (left) slice regular if, for every \( I \in \mathbb{S} \), its restriction \( f_I \) to the complex line \( L_I = \mathbb{R} + \mathbb{RI} \) passing through the origin and containing 1 and \( I \) has continuous partial derivatives and satisfies
\[
\partial_I f(x + yI) := \frac{1}{2} \left( \frac{\partial}{\partial x} + I \frac{\partial}{\partial y} \right) f_I(x + yI) = 0
\]
on \( \Omega \cap L_I \).

From now on, we omit the term “slice” and refer to slice regular functions as regular functions, tout court.

In our recent work [3, 8, 9], we have studied the zeroes of regular polynomials, which are expressions of the form
\[
f(q) = \sum_{\ell=0}^{n} q^\ell a_\ell
\]
with \( a_\ell \in \mathbb{H} \), by employing techniques from the theory of regular functions. As customary, we have endowed the ring of polynomials with the algebra structure induced by the regular product (see [10]):

Definition 1.2. Let \( f(q) = \sum_{i=0}^{n} q^i a_i \) and \( g(q) = \sum_{j=0}^{m} q^j b_j \) be two polynomials. We define the regular product of \( f \) and \( g \) as the polynomial \( f \ast g(q) = \sum_{k=0}^{m+n} q^k c_k \), where \( c_k = \sum_{i=0}^{k} a_i b_{k-i} \) for all \( k \).

The connection between the regular product and the usual pointwise multiplication is given by [10].

Proposition 1.3. Let \( f \) and \( g \) be regular polynomials. Then
\[
f \ast g(q) = \begin{cases} 0 & \text{if } f(q) = 0, \\ f(q) g \left( f(q)^{-1} q f(q) \right) & \text{if } f(q) \neq 0. \end{cases}
\]

To understand the character of quaternionic polynomials, we describe a few simple examples:

Remark 1.4. Consider the polynomial \( P_1(q) = (q - \alpha) \ast (q - \beta) = q^2 - (\alpha + \beta) + \alpha \beta \), where \( \alpha \) and \( \beta \) are nonreal quaternions with \( \text{Re}(\alpha) \neq \text{Re}(\beta) \) or \( \text{Im}(\alpha) \neq \text{Im}(\beta) \). It is easy to verify that \( P_1 \) has two roots given by \( \alpha \) and by \( (\beta - \alpha) \beta (\beta - \alpha)^{-1} \).

Remark 1.5. The polynomial \( P_2(q) = (q - \alpha) \ast (q - \overline{\alpha}) = q^2 - q(2\text{Re}(\alpha)) + |\alpha|^2 \) is such that \( P(\alpha) = 0 \). In this case it is easy to verify that every point on the 2–sphere \( S_\alpha = \text{Re}(\alpha) + \text{Im}(\alpha) \mathbb{S} \) is a root for \( P_2 \). The set \( S_\alpha \) is called a spherical root of \( P \) and \( \alpha \) a generator of the spherical root \( S_\alpha \); see [7].

Remark 1.6. Now consider the polynomial \( P_3(q) = (q - \alpha) \ast (q - \beta) = q^2 - q(\alpha + \beta) + \alpha \beta \), where \( \alpha \) and \( \beta \) are nonreal quaternions with \( \beta \in S_\alpha \), and \( \beta \neq \overline{\alpha} \). In this case, as is shown in [4], the only root of the polynomial \( P_3 \) is \( \alpha \).

The essence of these examples is captured by the following theorem [8]:

Theorem 1.7. Let \( P(q) \) be a regular polynomial of degree \( m \) whose leading coefficient we denote by \( a_m \). Then there exist \( p, m_1, \ldots, m_p \in \mathbb{N} \) and \( w_1, \ldots, w_p \in \mathbb{H} \), generators of the spherical roots of \( P \) so that
\[
P(q) = S(q)Q(q)a_m,
\]
where

\begin{equation}
S(q) = (q^2 - 2q \text{Re}(w_1) + |w_1|^2)^{m_1} \cdots (q^2 - 2q \text{Re}(w_p) + |w_p|^2)^{m_p},
\end{equation}

$\text{Re}(w_i)$ denotes the real part of $w_i$, and $Q(q)$ is a regular polynomial with coefficients in $\mathbb{H}$ having only nonspherical zeros. Moreover, if $n = m - 2(m_1 + \cdots + m_p)$, then there exist $t$ distinct 2-spheres $S_1 = x_1 + y_1 S, \ldots, S_t = x_t + y_t S$, $t$ integers $n_1, \ldots, n_t$ with $n_1 + \cdots + n_t = n$, and (for any $i = 1, \ldots, t$) $n_i$ quaternions $\alpha_{ij} \in S_i$, $j = 1, \ldots, n_i$, such that $Q(q)$ can be expressed as the $*$-product

\begin{equation}
Q(q) = \left[ \prod_{i=1}^t \prod_{j=1}^{n_i} (q - \alpha_{ij}) \right].
\end{equation}

2. A quaternionic Ehrenpreis-Malgrange lemma

We begin with a simple result, which deals with the case in which we are interested in finding a lower bound on a 3-sphere centered at the origin. As will become apparent, this is a very special case, since in general the bounds will be found on a 3-dimensional toroidal hypersurface; we have included it nevertheless, as it gives the flavor for the techniques we use.

**Theorem 2.1.** Let $P(q)$ be a regular polynomial of degree $m$, whose leading coefficient we denote by $a_m$. Let $p$ be the number of distinct spherical zeros of $P(q)$, and let $t$ be the number of distinct isolated zeros. Let $M = p + t$. Given any $R > 0$, we can find a 3-sphere $\Gamma$ centered at the origin and of radius $r < R$ on which

$$|P(q)| \geq |a_m| \left( \frac{R}{2(M+1)} \right)^m.$$

**Proof.** By using Theorem 1.7, we can write $P(q) = S(q)Q(q)a_m$ with $S$ as in (1.1) and $Q$ as in (1.2). Since the cardinality of the set $V = \{ |q| : q \in \mathbb{H}, P(q) = 0 \}$ equals $M$, there exists a subinterval $[a, b]$ of $[0, R]$ of length at least $\frac{R}{M+1}$ which does not contain any element of $V$. Let $\Gamma$ be the 3-sphere centered at the origin and with radius $\frac{R}{M+1}$.

We now need to estimate from below the absolute value of $P(q)$ on a generic point on $\Gamma$. Since $P(q) = S(q)Q(q)a_m$, we need to estimate the absolute values of both $S(q)$ and $Q(q)$ on $\Gamma$. In order to estimate $S(q)$, we recall that for any pair of quaternions $q$ and $\alpha$, we have

$$q^2 - 2\text{Re}(\alpha)q + |\alpha|^2 = q^2 - \alpha q - \bar{\alpha}q + \bar{\alpha}\alpha = (q - \alpha)(q - (q - \alpha)^{-1}\bar{\alpha}(q - \alpha));$$

therefore,

$$|q^2 - 2\text{Re}(\alpha)q + |\alpha|^2| = ||q - (q - \alpha)^{-1}\bar{\alpha}(q - \alpha)|| = ||q - \alpha|| \cdot ||q - \bar{\alpha}|| = ||q - \alpha||^2.$$

We now conclude that

$$|S(q)| = |q^2 - 2q\text{Re}(w_1) + |w_1|^2|^{m_1} \cdots (q^2 - 2q\text{Re}(w_p) + |w_p|^2)^{m_p}$$

$$= |q^2 - 2q\text{Re}(w_1) + |w_1|^2|^{m_1} \cdots |q^2 - 2q\text{Re}(w_p) + |w_p|^2|^{m_p}$$

$$\geq ||q| - |w_1||^{2m_1} \cdots ||q| - |w_p||^{2m_p}.$$
It is obvious that

\[ |q - \alpha_N| \geq ||q| - |\alpha_N||. \]

We now assume that for some integer \( \ell \leq N - 1 \), we have established

\( (2.1) \quad |(q - \alpha_{\ell+1}) \cdots (q - \alpha_N)| \geq ||q| - |\alpha_{\ell+1}| \cdots ||q| - |\alpha_N||, \)

and we proceed to the estimate for

\[ |(q - \alpha_\ell) \cdots (q - \alpha_N)|. \]

To this purpose we recall Proposition 1.3, which implies that

\[ |q - \alpha_\ell| \cdot |q - \alpha_{\ell+1}| \cdots |q - \alpha_N| = |(q - \alpha_\ell) \cdots (q - \alpha_{\ell+1}) \cdots (q - \alpha_N)| \]

\[ = |(q - \alpha_\ell) \cdot ((q - \alpha_\ell)^{-1}q(q - \alpha_\ell)) - \alpha_{\ell+1}) \cdots ((q - \alpha_\ell)^{-1}q(q - \alpha_\ell)) - \alpha_N)|. \]

Since

\[ |(q - \alpha_\ell)^{-1}q(q - \alpha_\ell)| = |q|, \]

by (2.1) we obtain

\[ |(q - \alpha_\ell) \cdots (q - \alpha_N)| \geq ||q| - |\alpha_\ell|| \cdots ||q| - |\alpha_N||, \]

and therefore

\[ |Q(q)| \geq ||q| - |\alpha_1|| \cdots ||q| - |\alpha_N||. \]

Since each factor in the decomposition of \( P(q) \) is bounded below by \( \frac{R}{2(M+1)} \), the thesis follows.

**Remark 2.2.** Note that our proof distinguishes the nature of the various roots and establishes the bound on the basis of the number \( M \), which represents the number of roots with distinct modules. The worst case scenario would occur when there are no spherical roots and all the other roots have distinct modules. In that situation \( M = m \), so that one can claim that for every quaternionic polynomial of degree \( m \), the lower bound on \( \Gamma \) is given by

\[ |P(q)| \geq |a_m| \left( \frac{R}{2(m+1)} \right)^m. \]

**Remark 2.3.** It is immediate to realize that this same estimate holds if we center the sphere \( \Gamma \) in any other real point \( q_0 \).

The next step is to inquire as to what happens if one attempts to estimate \( |P(q)| \) from below on spheres centered on points \( q_0 \) which are not real. As it turns out, this is a much more delicate issue, and the theorem below shows the appropriate modification.

**Theorem 2.4.** Let \( P(q) \) be a regular polynomial of degree \( m \) with only spherical zeroes, i.e. a polynomial of the form

\[ P(q) = (q^2 - 2qRe(w_1) + |w_1|^2)^{m_1} \cdots (q^2 - 2qRe(w_p) + |w_p|^2)^{m_p}a_m, \]

with \( w_1, \ldots, w_p, a_m \in \mathbb{H} \). For any \( q_0 = u + vI \in \mathbb{H} \) and for any \( R > 0 \), there exist \( r < R \) and a 3-dimensional compact hypersurface

\[ \Gamma = \Gamma(q_0, r) = \{ x + yI : (x - u)^2 + (y - v)^2 = r^2 \text{ and } I \in S \}, \]
smooth if \( R < v \), such that for every \( q \in \Gamma \) we have
\[
|P(q)| \geq |a_m| \left( \frac{R}{2(m + 1)} \right)^m.
\]

**Proof.** Without loss of generality, we assume \( a_m = 1 \). We now consider the restriction of \( P(q) \) to the complex plane \( L_1 \). This restriction is a complex polynomial with up to \( m \) distinct zeroes. Consider the set \( V = \{ |q - q_0| : q \in L_1, P(q) = 0 \} \), which has at most \( m \) elements. Then we can find a subinterval \([a, b]\) of \([0, R]\) of length at least \( \frac{R}{m+1} \) which does not contain any element of \( V \). Let \( \gamma \) be the circle in \( L_1 \) centered in \( q_0 \) and with radius \( r = \frac{2^{1/2}}{2} \). Then, on \( L_1 \), one has the estimate
\[
|q^2 - 2qRe(w) + |w|^2| = |(q - w)(q - \overline{w})| = |q - w||q - \overline{w}|
= |(q - q_0) - (w - q_0)||q - q_0| - (w - q_0)|
\geq |q - q_0| - |w - q_0| \cdot |q - q_0| - |\overline{w} - q_0|.
\]
Since both \( w \) and \( \overline{w} \) are solutions of \( P(q) = 0 \) we obtain
\[
|q^2 - 2qRe(w) + |w|^2| \geq \left( \frac{R}{2(m + 1)} \right)^2
\]
and therefore
\[
|P(q)| \geq \left( \frac{R}{2(m + 1)} \right)^m.
\]

Now we note that \( P \) has real coefficients, and therefore the estimate is independent of \( I \). Thus, the bound we have found holds on \( \Gamma \). \qed

**Remark 2.5.** Note that if \( u, v, r \) are such that \( \gamma \) does not intersect the real axis in \( L_1 \), then the hypersurface \( \Gamma \) is homeomorphic to the Cartesian product \( S^1 \times S^2 \), and therefore \( \Gamma \) is nonsingular. If, on the other hand, \( \gamma \) intersects (or is tangent to) the real axis but is not centered on the real axis, the hypersurface \( \Gamma \) is singular in such intersection points and cannot be represented anymore as a product of spheres. Finally, if \( \gamma \) is centered on the real axis, then \( \Gamma \) is a 3-sphere \( S^3 \).

In order to prove the general case, we need the following simple technical lemma:

**Lemma 2.6.** Let \( q_0 = u + vI_0 \) be a given point in \( \mathbb{H} \) and let \( w = a + bI \) be the generic point on the sphere \( a + bS \). The distance between \( w \) and \( q_0 \) achieves its extremal points at \( w_0 = a + bI_0 \) and \( \overline{w_0} = a - bI_0 \).

**Proof.** Without loss of generality we may assume \( I_0 = i \) so that \( q_0 = u + vi \). The generic element \( I \in S \) can be written as \( I = \alpha i + \beta j + \gamma k \) with \( \alpha^2 + \beta^2 + \gamma^2 = 1 \) so that \( w = a + b(\alpha i + \beta j + \gamma k) \). The square of the distance between \( w \) and \( q_0 \) is therefore given by
\[
d^2(\alpha, \beta, \gamma) = a^2 + u^2 - 2au + b^2\alpha^2 + v^2 - 2b\alpha v + b^2\beta^2 + b^2\gamma^2.
\]
Since \( S \) is a compact set, we know that \( d^2(\alpha, \beta, \gamma) \) has at least a maximum and a minimum in \( a + bS \), which can be found by using the Lagrange multipliers. A quick computation shows that the maximum and minimum are achieved for \( \alpha = \pm 1, \beta = \gamma = 0 \). \qed

**Theorem 2.7.** Let \( P(q) \) be a regular polynomial of degree \( m \) with only isolated zeroes, i.e. a polynomial of the form
\[
Q(q) = (q - \alpha_1) \cdots (q - \alpha_m) a_m,
\]
with \( \alpha_1, \ldots, \alpha_m, a_m \in \mathbb{H} \). For any \( q_0 = u + vI_0 \in \mathbb{H} \) and for any \( R > 0 \), there exist \( r < R \) and a \( 3 \)-dimensional compact hypersurface \( \Gamma = \Gamma(q_0, r) \), smooth if \( R < v \), such that for every \( q \in \Gamma \) we have

\[
|Q(q)| \geq |a_m| \left( \frac{R}{2(2m + 1)} \right)^m.
\]

**Proof.** Without loss of generality, we assume that \( a_m = 1 \). For \( t = 1, \ldots, m \), define \( \alpha_t^0 = \text{Re}(\alpha_t) + \text{Im}(\alpha_t)I_0 \) and consider the set

\[
V = \{ |\alpha_t^0 - q_0|, |\bar{\alpha}_t^0 - q_0| \text{ for } t = 1, \ldots, m \}.
\]

Given any \( R > 0 \) there is at least one subinterval \([c, d]\) of \([0, R]\) which does not contain any element of \( V \) and whose length is at least \( \frac{R}{2m+1} \). Set \( r = \frac{c+d}{2} \) and define

\[
\Gamma = \{ x + yI : (x - u)^2 + (y - v)^2 = r^2 \text{ and } I \in \mathbb{S} \}.
\]

We now estimate, for \( q \in \Gamma \), the modulus of \( Q(p) = (q - \alpha_1) \ast \cdots \ast (q - \alpha_m) \). By Proposition 1.3, there are quaternions \( \alpha_t^I \in S_m = \text{Re}(\alpha_t) + \text{Im}(\alpha_t)\mathbb{S} \), for \( t = 1, \ldots, m \), such that

\[
|Q(p)| = |(q - \alpha_1^I) \cdots (q - \alpha_m^I)| = |q - \alpha_1^I| \cdots |q - \alpha_m^I|.
\]

We are now able to estimate every individual factor. Specifically,

\[
|q - \alpha_t^I| = |(q - q_0) - (\alpha_t^I - q_0)| \geq |q - q_0| - |\alpha_t^I - q_0|.
\]

We point out that \(|q - q_0| - |\alpha_t^I - q_0|\) is either \(|q - q_0| - |\alpha_t^I - q_0|\) or \(|\alpha_t^I - q_0| - |q - q_0|\).

Since the two cases can be treated in the same way, we consider

\[
|q - q_0| - |\alpha_t^I - q_0| = |q - q_0| - |\alpha_t^I - q_0|.
\]

In order to find a lower bound for this expression, we need a lower bound for \(|q - q_0|\) and an upper bound for \(|\alpha_t^I - q_0|\). By Lemma 2.6 and since \( \alpha_t^I \in S_m \), we have

\[
|q - q_0| - |\alpha_t^I - q_0| \geq |q^0 - q_0| - |\alpha_t^I - q_0|,
\]

where \( q^0 = \text{Re}(q) \pm \text{Im}(q)I_0 \) and \( \alpha_t^I \) is either \( \alpha_t^0 \) or \( \bar{\alpha}_t^0 \). By the definition of the set \( V \), we finally conclude that

\[
|q - \alpha_t^I| \geq \frac{R}{2(2m + 1)},
\]

and therefore

\[
|Q(q)| \geq |a_m| \left( \frac{R}{2(2m + 1)} \right)^m.
\]

We have therefore found a lower bound for general regular polynomials:

**Theorem 2.8.** Let \( P(q) \) be a regular polynomial of degree \( m \), whose leading coefficient we denote by \( a_m \). Let \( p \) be the number of distinct spherical zeros of \( P(q) \), and let \( t \) be the number of its distinct isolated zeros. Given any \( q_0 = u + vI_0 \in \mathbb{H} \) and any \( R > 0 \), we can find \( r < R \) and a compact \( 3 \)-dimensional hypersurface

\[
\Gamma = \{ x + yI : (x - u)^2 + (y - v)^2 = r^2 \text{ and } I \in \mathbb{S} \},
\]

smooth if \( R < v \), on which

\[
|P(q)| \geq |a_m| \left( \frac{R}{2(p + 2t + 1)} \right)^m.
\]

**Proof.** The statement is a direct consequence of Theorem 2.4 and Theorem 2.7. \( \square \)
Theorem 2.9. Let $P(q)$ be a regular polynomial of degree $m$, whose leading coefficient we denote by $a_m$. Given any $q_0 = u + vI_0 \in \mathbb{H}$ and any $R > 0$, we can find a compact 3-dimensional hypersurface

$$
\Gamma = \{ x + yI : (x - u)^2 + (y - v)^2 = r^2 \quad \text{and} \quad I \in \mathbb{S} \},
$$

with $r < R$, smooth if $R < v$, on which

$$
|P(q)| \geq |a_m| \left( \frac{R}{2(2m + 1)} \right)^m.
$$

The following consequence of the last result will be a key tool in the next section.

Theorem 2.10. Let $P(q)$ be a regular polynomial of degree $m$, whose leading coefficient we denote by $a_m$. For any $R > 0$ there exist a natural number $n \leq m$, $n$ quaternions $q_1 = u_1 + v_1I_1, \ldots, q_n = u_n + v_nI_n$, $n$ strictly positive radii $r_1 < R, \ldots, r_n < R$, and $n$ corresponding compact sets

$$
D(q_\ell, r_\ell) = \{ x + yI : (x - u_\ell)^2 + (y - v_\ell)^2 \leq r_\ell^2 \quad \text{and} \quad I \in \mathbb{S} \}
$$

($\ell = 1, \ldots, n$) bounded, respectively, by the 3-dimensional hypersurfaces $\partial D(q_\ell, r_\ell)$, smooth if $R < v_\ell$, such that

$$
|P(q)| \geq |a_m| \left( \frac{R}{2(2m + 1)} \right)^m
$$

outside

$$
D = \bigcup_{\ell=1}^n D(q_\ell, r_\ell).
$$

Proof. Given $R > 0$, it is straightforward to find $n \leq m$ points $q_1 = u_1 + v_1I_1, \ldots, q_n = u_n + v_nI_n$ such that $A = \bigcup_{\ell=1}^n D(q_\ell, R)$ contains all the roots of the polynomial $P$. We then apply Theorem 2.9 and find that, for each $q_\ell$, there exists $r_\ell$ such that

$$
|P(q)| \geq |a_m| \left( \frac{R}{2(2m + 1)} \right)^m
$$
on the 3-hypersurface $\partial D(q_\ell, r_\ell)$. As a consequence, inequality (2.2) holds on $B = \bigcup_{\ell=1}^n \partial D(q_\ell, r_\ell)$. Then $B$ contains the boundary $\partial D = \bigcup_{\ell=1}^n D(q_\ell, r_\ell)$, that in turn coincides with the boundary $\partial(\mathbb{H} \setminus D)$ of $\mathbb{H} \setminus D$. Now, since the regular polynomial $P$ has no zeros in $\mathbb{H} \setminus D$ and since $\lim_{q \to +\infty} |P(q)| = +\infty$, we get that inequality (2.2) holds on each (open) connected component of $\mathbb{H} \setminus D$: indeed, if this were not the case, $|P|$ would have a local minimum at some point $q \in \mathbb{H} \setminus D$ with $P(q) \neq 0$, and by the Minimum Modulus Principle applied to $P$ on $\mathbb{H}$ (see [5]) $P$ would be constant. The assertion is proved.

3. AN ESTIMATE FOR REGULAR QUOTIENTS

In order to appreciate the techniques that are necessary to obtain upper bounds for quotients between regular functions and polynomials, it is necessary first of all to recall that the natural domains of definition for regular functions are the so-called axially symmetric slice domains (see [4]). These domains play the role of domains of holomorphy in the quaternionic setting.
**Definition 3.1.** Let $\Omega \subseteq \mathbb{H}$ be a domain. We say that $\Omega$ is an (axially) symmetric slice domain if i) (slice condition) $\Omega \cap \mathbb{R}$ is nonempty and $L_I \cap \Omega$ is a domain in $L_I$ for all $I \in \mathbb{S}$ and ii) (symmetry condition) for all $x + yI \in \Omega$ the whole 2-sphere $x + y\mathbb{S}$ is contained in $\Omega$.

We now recall a few notions that lead to the definition of a regular reciprocal of a polynomial. This turns out to be a rather delicate issue when compared with the complex case.

Let $\Omega \subseteq \mathbb{H}$ be a symmetric slice domain and let $f, g : \Omega \to \mathbb{H}$ be regular functions. For any $I, J \in \mathbb{S}$, with $I \perp J$, theSplitting Lemma (see [2]) guarantees the existence of four holomorphic functions $F, G, H, K : L_I \cap \Omega \to L_I$ such that

$$f_I(z) = F(z) + G(z)J, \quad g_I(z) = H(z) + K(z)J.$$

Then

$$f_I \ast g_I : L_I \cap \Omega \to \mathbb{H}$$

as

$$f_I \ast g_I(z) = (F(z)H(z) - G(z)\overline{K(z)}) + |F(z)K(z) + G(z)\overline{H(z)}|J.$$  \hspace{1cm} (3.1)

Then $f_I \ast g_I(z)$ is obviously holomorphic for all $I \in \mathbb{S}$, and it easy to conclude that $f_I \ast g_I(x) = f \ast g(x) = f(x)g(x)$ for all $I \in \mathbb{S}$ and all $x \in \mathbb{R}$ (see e.g. [2]). Therefore, the function $f \ast g$ defined on the entire $\Omega$ by $(f \ast g)_I(z) = f_I \ast g_I(z)$ (for all $I \in \mathbb{S}$ and all $z \in L_I \cap \Omega$) is regular on $\Omega$. The function $f \ast g$ is called the regular product of $f$ and $g$. The product defined in this way is associative, distributive, but, in general, not commutative, and when $f$ and $g$ are regular polynomials it has the expression given in Definition [3]. The analog of Proposition [3.3] is proved in [2]; it will be used to prove the main result of this section.

**Proposition 3.2.** Let $\Omega \subseteq \mathbb{H}$ be a symmetric slice domain. Let $f, g : \Omega \to \mathbb{H}$ be regular functions. Then

$$f \ast g(q) = \begin{cases} 0 & \text{if } f(q) = 0, \\ f(q)g \left( f(q)^{-1}qf(q) \right) & \text{if } f(q) \neq 0. \end{cases}$$

**Definition 3.3.** Let $g(q) = \sum_{j=0}^{m} q^j a_j$ be a regular polynomial. The regular conjugate of $g$ is the regular polynomial $g^c$, defined by the formula $g^c(q) = \sum_{j=0}^{m} q^j \overline{a_j}$. The symmetrization of $g$ is the regular polynomial defined as $g^s = g \ast g^c = g^c \ast g$.

It is important to notice that the symmetrization of a polynomial has real coefficients. As already established (see e.g. [3, 7, 12]) and in accordance with Theorem [1.7] we obtain:

**Proposition 3.4.** The symmetrization $g^s$ of a regular polynomial $g$ vanishes exactly on the sets $x + y\mathbb{S}$ on which $g$ has a zero.

Note that $x + y\mathbb{S}$ is a 2-sphere if $y \neq 0$ and a real singleton $\{x\}$ if $y = 0$. Following [4], the quaternionic reciprocal of a polynomial is defined as follows:

**Definition 3.5.** Let $g$ be a regular polynomial, let $g^c, g^s$ be its regular conjugate and symmetrization and let $Z_{g^s}$ be the zero set of $g^s$. The regular reciprocal of $g$ is the regular function $g^{-s} : \mathbb{H} \setminus Z_{g^s} \to \mathbb{H}$ defined by

$$g^{-s}(q) = \frac{1}{g^s(q)} g^c(q).$$
For any regular polynomial $g$ we have that $g \ast g^* = g^* \ast g = 1$ (this justifies the terminology used). Moreover, if we set $T_g(q) = g^*(q)^{-1} q g(q)$, then
\begin{equation}
(3.2)
g^*(q) = g(T_g(q))^{-1}
\end{equation}
for all $q \in \mathbb{H} \setminus \mathbb{Z}_g$. With this in mind, we can state and prove the following.

**Theorem 3.6.** Let $f : \Omega \to \mathbb{H}$ be a regular function on a symmetric slice domain, and suppose that there exists a constant $c > 0$ such that
\[ |f(q)| \leq c \]
on $\Omega$. Let $P$ be a monic polynomial of degree $m$ such that $f \ast P^{-*} = h$ is regular on $\Omega$. For any symmetric slice domain $\Omega' \subseteq \Omega$ there exists $R > 0$ such that
\[ |h(q)| \leq c \left( \frac{2(2m+1)}{R} \right)^m \]
on the whole of $\Omega$.

**Proof.** Apply Theorem 2.10 to $P$, with $R > 0$ chosen in such a way that $D \subseteq \Omega$. In this way we obtain that
\[ |P(q)| \geq \left( \frac{R}{2(2m+1)} \right)^m \]
in $\Omega \setminus D = \Omega \setminus \bigcup_{\ell=1}^m D(q_{\ell}, r_{\ell})$.

By Proposition 3.2 we have $f(q) \ast P^{-*}(q) = f(q)P^{-*}(q')$ for some $q' \in S_q$ and by formula (3.2), $|P^{-*}(q')| = |P(q'')|^{-1}$, for some $q'' \in S_q$. Hence
\begin{equation}
(3.3) \quad |h(q)| = |f \ast P^{-*}(q)| = |f(q)P^{-*}(q')| = |f(q)||P(q'')|^{-1} \leq c \left( \frac{2(2m+1)}{R} \right)^m
\end{equation}
in $\Omega \setminus D$. Since $D \subseteq \Omega$, by the Maximum Modulus Principle, inequality (3.3) holds in the whole of $\Omega$. \qed

**Remark 3.7.** Note that if $\Omega$ is unbounded and we know the growth of $f$ at infinity, the previous theorem naturally implies that the growth of $h$ at infinity is, up to a constant, the same as $f$.
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