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Abstract. In this work we derive a Gronwall type inequality within the discrete fractional setting. Our results constitute generalizations on the inequalities of discrete calculus.

1. Introduction

One of the most important inequalities in the theory of differential equations is known as the Gronwall inequality. It was published in the year 1919 in the work by Gronwall [14]. Since then many generalizations and extensions of this inequality became part of the literature [19]. The discrete Gronwall inequality seems to have appeared first in the work of Mikeladze [16] in the year 1935, and now it is used, for example, in proving convergence of the discrete variable methods for ordinary, partial as well as integral equations [1].

Difference equations arise as mathematical models describing many real life situations, e.g., queueing problems, electrical networks, economics, etc., and this is reason enough to explore such a theory. Nevertheless, perhaps due to the advent of computers, only relatively recently difference equations have started receiving the attention they deserve [1] and nowadays it is a discipline of mathematics by itself.

Much more recently, maybe due to the explosion in research within the fractional differential calculus (see for example the books [15, 18]), the theory of discrete fractional calculus is being developed. Usually there are many definitions of derivatives within a certain fractional setting, and researchers use the ones that are more suitable in a determined context. Indeed, perhaps the first time that a definition of a discrete fractional derivative appeared in the literature was in the work by Díaz et al. [10] in the year 1974. This definition was given through an infinite sum, while later, Gray et al. [13], in 1988, presented a definition based on a finite sum. This latter definition uses what is called in the literature the nabla difference operator [we refer the reader to the recent work by Anastassiou [3] obtaining some inequalities (e.g., Opial, Ostrowski) using the fractional nabla operator].

In 1989, Miller et al. [17] defined a fractional sum of order $\alpha > 0$ via the solution of a linear difference equation (cf. (2.1) below) and proved some basic properties of this operator. The calculus emerging from this definition has become appealing to many authors and now it is a matter of strong research, in various
directions: existence and uniqueness of solutions to discrete fractional equations [4, 5, 7, 12], modelling tumor growths [6], continuity of solutions with respect to initial conditions and also to the order \( \alpha \) of the derivative [11], the Euler–Lagrange equation and Legendre’s optimality condition for calculus of variations problems [8].

It is our aim in this work to contribute to the development of this theory, presenting the (fundamental) Gronwall inequality (we refer the reader to the works [9, 20] for the continuous Gronwall inequality). We also would like to mention that besides the inequality some other interesting identities were obtained (cf. for example equality (3.4) below).

This paper is organized as follows: In Section 2 we provide the reader the necessary background on discrete fractional calculus. In Section 3 we present our achievements, namely, a comparison theorem, the explicit solution of an initial value problem, the Gronwall inequality, as well as some consequences of all the results.

2. Preliminaries on discrete fractional calculus

In this section we introduce the reader to basic concepts and results about discrete fractional calculus.

Throughout this work and as usual, we assume that empty sums and products equal 0 and 1, respectively.

The power function is defined by

\[
x^{(y)} = \frac{\Gamma(x + 1)}{\Gamma(x + 1 - y)}, \quad \text{for } x, x - y \in \mathbb{R}\{..., -2, -1\}.
\]

**Remark 2.1.** Using the properties of the Gamma function it is easily seen that, for \( x \geq y \geq 0 \) we get \( x^{(y)} \geq 0 \).

For \( a \in \mathbb{R} \) and \( 0 < \alpha \leq 1 \) we define the set \( \mathbb{N}_a^\alpha = \{a + \alpha - 1, a + \alpha, a + \alpha + 1, \ldots\} \). Also, we use the notation \( \sigma(s) = s + 1 \) for the shift operator and \( (\Delta f)(t) = f(t + 1) - f(t) \) for the forward difference operator.

For a function \( f : \mathbb{N}_a^1 \to \mathbb{R} \), the discrete fractional sum of order \( \alpha \geq 0 \) is defined as

\[
(\sigma \Delta_0^\alpha f)(t) = f(t), \quad t \in \mathbb{N}_a^1,
\]

\[
(\sigma \Delta_{-\alpha}^\alpha f)(t) = \frac{1}{\Gamma(\alpha)} \sum_{s=a}^{t-\alpha} (t - \sigma(s))^{(\alpha-1)} f(s), \quad t \in \mathbb{N}_a^\alpha, \quad \alpha > 0.
\]

**Remark 2.2.** Note that the operator \( \sigma \Delta_0^{-\alpha} \) with \( \alpha > 0 \) maps functions defined on \( \mathbb{N}_a^1 \) to functions defined on \( \mathbb{N}_a^\alpha \). Also observe that if \( \alpha = 1 \), then we get the summation operator

\[
(\sigma \Delta_0^{-1} f)(t) = \sum_{s=a}^{t-1} f(s).
\]

The discrete fractional derivative of order \( \alpha \in (0, 1] \) is defined by

\[
(\sigma \Delta_0^\alpha f)(t) = (\Delta_0 \sigma_0^{-1} f)(t), \quad t \in \mathbb{N}_a^\alpha.
\]

**Remark 2.3.** Note that if \( \alpha = 1 \), then the fractional derivative is just the forward difference operator.
Lemma 2.4 ([4, Lemma 2.3]). Suppose that \( \mu, \mu + \nu \in \mathbb{R} \setminus \{ \ldots, -2, -1 \} \). Then,
\[
\left( \mu \Delta^{-\nu} s^{(\mu)} \right)(t) = \frac{\Gamma(\mu + 1)}{\Gamma(\mu + \nu + 1)} t^{(\mu + \nu)}, \quad t \in \mathbb{N}_{\mu}^{\nu+1}.
\]

The following result is an immediate consequence of the previous lemma.

Corollary 2.5. Let \( a \in \mathbb{R} \). Suppose that \( \mu, \mu + \nu \in \mathbb{R} \setminus \{ \ldots, -2, -1 \} \). Then,
\[
\left( a \Delta^{-\nu} (s-a + \mu)^{(\mu)} \right)(t) = \frac{\Gamma(\mu + 1)}{\Gamma(\mu + \nu + 1)} (t - a + \mu)^{(\mu + \nu)}, \quad t \in \mathbb{N}_{a}^{\nu+1}.
\]

We will make use of the following equality.

Theorem 2.6. Let \( a, b \) be two real numbers such that \( b = a + k \), with \( k \in \mathbb{N}_{1}^{1} \). For \( \mathbb{N}(a, b) = \{a, a+1, \ldots, b\} \) and a real-valued function \( F(\tau, s) \) defined on \( \mathbb{N}(a, b) \times \mathbb{N}(a, b) \), the next equality holds:
\[
\sum_{\tau=a}^{b} \sum_{s=a}^{\tau-1} F(\tau, s) = \sum_{s=a}^{b} \sum_{\tau=s+1}^{b} F(\tau, s).
\]

Proof. This result follows from [2, Theorem 10] by choosing the time scale \( T = \mathbb{Z} \). \( \square \)

Remark 2.7. We note that, by Theorem 2.6 it follows that
\[
\sum_{\tau=a}^{b} \sum_{s=a}^{\tau} F(\tau, s) = \sum_{s=a}^{b+1} \sum_{\tau=s}^{\tau-1} F(\tau - 1, s) = \sum_{s=a}^{b+1} \sum_{\tau=s+1}^{b} F(\tau - 1, s) = \sum_{s=a}^{b} \sum_{\tau=s}^{b+1} F(\tau, s) = \sum_{s=a}^{b} \sum_{\tau=s}^{b} F(\tau, s).
\]

3. Main results

We start by proving a comparison result for the fractional summation operator.

Theorem 3.1. Let \( a \in \mathbb{R} \), \( 0 < \alpha \leq 1 \) and \( f(t, x) : \mathbb{N}_{a}^{\alpha} \times \mathbb{R} \to \mathbb{R} \) be nondecreasing in \( x \) for each \( t \in \mathbb{N}_{a}^{\alpha} \). If \( v, w : \mathbb{N}_{a}^{\alpha} \to \mathbb{R} \) are functions satisfying
\[
w(t) \geq \frac{A}{\Gamma(\alpha)} (t - a)^{(\alpha-1)} + \left( a \Delta^{-\alpha} f(s + \alpha - 1, w(s + \alpha - 1)) \right)(t), \quad t \in \mathbb{N}_{a}^{\alpha},
\]
\[
v(t) \leq \frac{B}{\Gamma(\alpha)} (t - a)^{(\alpha-1)} + \left( a \Delta^{-\alpha} f(s + \alpha - 1, v(s + \alpha - 1)) \right)(t), \quad t \in \mathbb{N}_{a}^{\alpha},
\]
where \( A \geq B \) are two real numbers, then \( w(t) \geq v(t) \) for all \( t \in \mathbb{N}_{a}^{\alpha} \).
Proof. Suppose that there exists \( t_0 \in \mathbb{N}_a^\alpha \) such that \( w(t_0) < v(t_0) \). Define the number \( t_1 = \min \{ t \in \mathbb{N}_a^\alpha : w(t) < v(t) \} \). Then,

\[
\begin{align*}
w(t_1) & \geq \frac{A}{\Gamma(\alpha)} (t_1 - a)^{(\alpha-1)} + \frac{1}{\Gamma(\alpha)} \sum_{s=a}^{t_1-a} (t_1 - \sigma(s))^{(\alpha-1)} f(s + \alpha - 1, w(s + \alpha - 1), \\
v(t_1) & \leq \frac{B}{\Gamma(\alpha)} (t_1 - a)^{(\alpha-1)} + \frac{1}{\Gamma(\alpha)} \sum_{s=a}^{t_1-a} (t_1 - \sigma(s))^{(\alpha-1)} f(s + \alpha - 1, v(s + \alpha - 1),
\end{align*}
\]

from which it follows that (with \( \bar{s} = s + \alpha - 1 \))

\[
w(t_1) - v(t_1) \geq \frac{A - B}{\Gamma(\alpha)} (t_1 - a)^{(\alpha-1)} + \frac{1}{\Gamma(\alpha)} \sum_{s=a}^{t_1-a} (t_1 - \sigma(s))^{(\alpha-1)} [f(\bar{s}, w(\bar{s})) - f(\bar{s}, v(\bar{s}))]
\]

\[
\geq 0.
\]

This is a contradiction, and therefore the theorem is proved. \( \square \)

In [5] the following initial value problem was studied:

\[
(x_{\alpha-1}^\Delta x)(t) = f(t + \alpha - 1, x(t + \alpha - 1)), \quad t \in \{0, 1, 2, \ldots \},
\]

\[
x(\alpha - 1) = x_0,
\]

where \( \alpha \in (0, 1] \), \( f \) is a real-valued function and \( x_0 \) is a real number. The unique solution implicitly obtained was

\[
x(t) = \frac{t^{\alpha-1}}{\Gamma(\alpha)} x_0 + \frac{1}{\Gamma(\alpha)} \sum_{s=0}^{t-\alpha} (t - \sigma(s))^{(\alpha-1)} f(s + \alpha - 1, x(s + \alpha - 1)), \quad t \in \mathbb{N}_a^\alpha.
\]

Following the same procedure, it is easy to obtain

(3.1)

\[
x(t) = \frac{(t - a)^{(\alpha-1)}}{\Gamma(\alpha)} x_a + \frac{1}{\Gamma(\alpha)} \sum_{s=a}^{t-\alpha} (t - \sigma(s))^{(\alpha-1)} f(s + \alpha - 1, x(s + \alpha - 1)), \quad t \in \mathbb{N}_a^\alpha,
\]

as the solution of the following nonlinear fractional difference initial value problem:

\[
(x_{a+\alpha-1}^\Delta^\alpha x)(t) = f(t + \alpha - 1, x(t + \alpha - 1)), \quad t \in \{a, a+1, a+2, \ldots \},
\]

\[
x(a + \alpha - 1) = x_a.
\]

Now we will solve (3.1) in the particular case when \( f(t, x) = y(t)x \). The next result together with Theorem 3.1 will give us the desired Gronwall type inequality.

**Theorem 3.2.** Let \( a \in \mathbb{R} \) and \( \alpha \in (0, 1] \). Suppose that \( y : \mathbb{N}_a^\alpha \to \mathbb{R} \) is a function. Define an operator \( T \) by

\[
(T^0_y f)(t) = f(t),
\]

\[
(T^1_y f)(t) = (T_y f)(t) = (a^\Delta^{\alpha} y(s + \alpha - 1) f(s + \alpha - 1)) (t),
\]

\[
(T^{k+1}_y f)(t) = (T_y T^k_y)(t), \quad k \in \mathbb{N}_1^1,
\]

for \( t \in \mathbb{N}_a^\alpha \). Then the function

(3.2)

\[
x(t) = \frac{x_a}{\Gamma(\alpha)} \sum_{k=a}^{t-(\alpha-1)} (T^{k-\alpha}_y (s - a)^{\alpha-1}) (t), \quad t \in \mathbb{N}_a^\alpha,
\]
is the solution of the summation equation
\[ x(t) = \frac{(t - a)^{(\alpha-1)}}{\Gamma(\alpha)} x_a + \left( a \Delta^{-\alpha} y(s + \alpha - 1)x(s + \alpha - 1) \right)(t), \quad t \in \mathbb{N}_a^\alpha. \]

**Proof.** Fix \( t \in \mathbb{N}_a^\alpha \). We have that
\[
\frac{(t - a)^{(\alpha-1)}}{\Gamma(\alpha)} x_a + \left( a \Delta^{-\alpha} y(s + \alpha - 1)x(s + \alpha - 1) \right)(t)
\]
\[
= \frac{(t - a)^{(\alpha-1)}}{\Gamma(\alpha)} x_a + \frac{1}{\Gamma(\alpha)} \sum_{s=a}^{t-a} (t - \sigma(s))^{(\alpha-1)} y(s + \alpha - 1)x(s + \alpha - 1)
\]
\[
= \frac{(t - a)^{(\alpha-1)}}{\Gamma(\alpha)} x_a
\]
\[
+ \frac{1}{\Gamma(\alpha)} \sum_{s=a}^{t-a} (t - \sigma(s))^{(\alpha-1)} y(s + \alpha - 1) \frac{x_a}{\Gamma(\alpha)} \sum_{k=a}^{s} \left( T_{y}^{k-a}(r-a)^{(\alpha-1)} \right)(s + \alpha - 1)
\]
\[
= \frac{(t - a)^{(\alpha-1)}}{\Gamma(\alpha)} x_a
\]
\[
+ \frac{x_a}{\Gamma(\alpha)} \sum_{s=a}^{t-a} \frac{1}{\Gamma(\alpha)} \sum_{k=a}^{s} \left( T_{y}^{k-a}(r-a)^{(\alpha-1)} \right)(s + \alpha - 1)
\]
\[
= \frac{(t - a)^{(\alpha-1)}}{\Gamma(\alpha)} x_a + \frac{x_a}{\Gamma(\alpha)} \sum_{k=a}^{t-a} \left( T_{y}^{k-a}(r-a)^{(\alpha-1)} \right)(t)
\]
\[
= \frac{x_a}{\Gamma(\alpha)} \sum_{k=a}^{t-a} \left( T_{y}^{k-a}(r-a)^{(\alpha-1)} \right)(t) = x(t),
\]
where the fourth equality follows by Remark 2.7.

**Corollary 3.3.** If \( y(t) = c \) for some \( c \in \mathbb{R} \) and all \( t \in \mathbb{N}_a^\alpha \) in Theorem 3.2, then the solution given by (3.2) is
\[
x(t) = x_a \sum_{k=a}^{t-(\alpha-1)} \frac{c^{k-a}}{\Gamma((k-a)\alpha + \alpha)} (t - a + (k - a)(\alpha - 1))^{((k-a)\alpha + \alpha - 1)}, \quad t \in \mathbb{N}_a^\alpha.
\]

**Proof.** We only need to prove that, for a given \( t \in \mathbb{N}_a^\alpha \),
\[
(3.3) \quad \left( T_{c}^{k-a}(s-a)^{(\alpha-1)} \right)(t) = \Gamma(\alpha) \frac{c^{k-a}}{\Gamma((k-a)\alpha + \alpha)} (t - a + (k - a)(\alpha - 1))^{((k-a)\alpha + \alpha - 1)},
\]
for all \( k \in \{a, a+1, \ldots, t - (\alpha - 1)\} \). We start by fixing \( t \in \mathbb{N}_a^\alpha \setminus\{a + \alpha - 1\} \) (the case \( t = a + \alpha - 1 \) is clear) and then we use induction on \( k \).

If \( k = a \), then the equality in (3.3) is obvious. Assume now that the equality in (3.3) is true for some \( k \in \{a, a+1, \ldots, t - 1 - (\alpha - 1)\} \). Then, using Corollary 2.6,
we get
\[
\left( T_c^{k+1-a}(s-a)^{(\alpha-1)} \right)(t) = \left( T_c T_c^{k-a}(s-a)^{(\alpha-1)} \right)(t)
\]
\[
= \left( T_c \Gamma(\alpha) \frac{e^{k-a}}{\Gamma((k-a)\alpha + \alpha)} (s - a + (k - a)(\alpha - 1))^{((k-a)\alpha +\alpha - 1)} \right)(t)
\]
\[
= \Gamma(\alpha) \frac{e^{k-a}}{\Gamma((k-a)\alpha + \alpha)} (k\Delta^{-\alpha}c(s + \alpha - 1 - a + (k - a)(\alpha - 1))^{((k-a)\alpha +\alpha - 1)})(t)
\]
\[
= \Gamma(\alpha) \frac{e^{k+1-a}}{\Gamma((k-a)\alpha + \alpha)} \frac{\Gamma((k-a)\alpha + \alpha)}{(k-a)\alpha + \alpha + \alpha} (t - k + (k-a)\alpha + \alpha - 1)^{(k-a)\alpha +\alpha - 1)}(t)
\]
\[
= \Gamma(\alpha) \frac{e^{k+1-a}}{\Gamma((k+1-a)\alpha + \alpha)} (t - a + (k + 1 - a)(\alpha - 1))^{((k+1-a)\alpha +\alpha - 1)}(t)
\]
which proves the claim. □

Remark 3.4. For \(a = 0\), Corollary 3.3 was previously obtained in [3] (see the equality in (3.7) therein). However, there is an inconsistency in that formula; i.e., instead of getting
\[
x(t) = x_0 \sum_{k=0}^{t-(\alpha-1)} \frac{e^k}{\Gamma(k\alpha + \alpha)} (t + (k\alpha - 1))^{(k\alpha +\alpha - 1)}(t)
\]
they obtained
\[
x(t) = x_0 \sum_{k=0}^{t-(\alpha-1)} \frac{e^k}{\Gamma(k\alpha + \alpha)} (t + (k - 1)(\alpha - 1))^{(k\alpha +\alpha - 1)}(t).
\]

We now present the Gronwall inequality within the discrete fractional setting.

**Theorem 3.5** (Gronwall’s inequality). Let \(\alpha \in (0, 1]\) and \(a, d \in \mathbb{R}\). Suppose that \(u, y : \mathbb{N}_a^\alpha \to \mathbb{R}\) are two functions with \(y\) nonnegative. If
\[
u(t) \leq \frac{(t - a)^{(\alpha-1)}}{\Gamma(\alpha)} d + (a\Delta^{-\alpha}y(s + \alpha - 1)u(s + \alpha - 1))(t), \quad t \in \mathbb{N}_a^\alpha,
\]
then
\[
u(t) \leq \frac{d}{\Gamma(\alpha)} \sum_{k=a}^{t-(\alpha-1)} \left( T_y^{k-a}(s-a)^{(\alpha-1)} \right)(t), \quad t \in \mathbb{N}_a^\alpha.
\]

**Proof.** Let \(x\) be the solution of the equation
\[
x(t) = \frac{(t - a)^{(\alpha-1)}}{\Gamma(\alpha)} d + (a\Delta^{-\alpha}y(s + \alpha - 1)x(s + \alpha - 1))(t),
\]
which, by Theorem 3.2, is
\[
x(t) = \frac{d}{\Gamma(\alpha)} \sum_{k=a}^{t-(\alpha-1)} \left( T_y^{k-a}(s-a)^{(\alpha-1)} \right)(t).
\]
Since \(y\) is nonnegative, then \(f(t, x) = y(t)x\) is nondecreasing in \(x\). Now an application of Theorem 3.3 immediately yields \(u(t) \leq x(t)\). □
Let us now show that Theorem 3.5 is truly a generalization of the discrete Gronwall inequality. The next result can be found, e.g., in [1, Corollary 4.1.2].

**Corollary 3.6.** Suppose that $\alpha = 1$ in Theorem 3.5. Then,

$$u(t) \leq d + \sum_{s=a}^{t-1} y(s)u(s), \quad t \in \mathbb{N}_a^1 = \{a, a+1, \ldots, \},$$

implies

$$u(t) \leq d \prod_{s=a}^{t-1} (1 + y(s)), \quad t \in \mathbb{N}_a^1.$$

**Proof.** We only have to show the validity of the following equality:

$$(3.4) \quad \sum_{k=a}^{t} (T_y^{k-a}1) (t) = \prod_{s=a}^{t-1} (1 + y(s)), \quad t \in \mathbb{N}_a^1.$$

To do that we start with two important observations:

- $(T_y^{t+1-a}1)(t) = 0$, for all $t \in \mathbb{N}_a^1$;
- $(T_y^{k-a}1)(t + 1) = (T_y^{k-a}1)(t) + y(t)(T_y^{k-1-a}1)(t), \quad k \in \{a + 1, a + 2, \ldots, t + 1\}$.

Now we use induction on $t$. The case $t = a$ is obvious; therefore, assume that (3.4) holds for $t \in \mathbb{N}_a^1$. Then,

$$\sum_{k=a}^{t+1} (T_y^{k-a}1) (t + 1) = 1 + \sum_{k=a+1}^{t+1} (T_y^{k-a}1) (t + 1)$$

$$= 1 + \sum_{k=a+1}^{t+1} [(T_y^{k-a}1) (t) + y(t) (T_y^{k-1-a}1) (t)]$$

$$= \sum_{k=a}^{t} (T_y^{k-a}1) (t) + y(t) \sum_{k=a}^{t} (T_y^{k-a}1) (t)$$

$$= (1 + y(t)) \prod_{s=a}^{t-1} (1 + y(s))$$

$$= \prod_{s=a}^{t} (1 + y(s)).$$

The proof is done. \(\square\)

**Remark 3.7.** We observe that, since the solution of (3.1) is unique, then Corollary 3.3 together with equality (3.4) implies that (obviously with $y(t) = c$)

$$d \sum_{k=a}^{t} \frac{c^{k-a}}{\Gamma((k - a) + 1)} (t-a)^{(k-a)} = d \prod_{s=a}^{t-1} (1 + c).$$

Choosing $a = 0$ and $d \neq 0$ one obtains

$$\sum_{k=0}^{t} \frac{c^{k}}{\Gamma(k+1)} t^{(k)} = (1 + c)^t, \quad t \in \{0, 1, 2, \ldots, \},$$
which is the same as
\[ \sum_{k=0}^{t} \binom{t}{k} c^k = (1 + c)^t, \quad t \in \{0, 1, 2, \ldots\}; \]
i.e., a particular case of the binomial theorem is obtained.
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