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Abstract. Arcozzi, Rochberg, Sawyer and Wick obtained a characterization of the holomorphic functions \(b\) such that the Hankel type bilinear form

\[ T_b(f, g) = \int_D (I + R)(fg)(z)(I + R)b(z)dv(z) \]

is bounded on \(D \times D\), where \(D\) is the Dirichlet space. In this paper we give an alternative proof of this characterization which tries to understand the similarity with the results of Maz'ya and Verbitsky relative to the Schrödinger forms on the Sobolev spaces \(L^2_2(\mathbb{R}^n)\).

1. Introduction

Let \(D\) be the Dirichlet space on the unit disk \(\mathbb{D}\), that is, the space of holomorphic functions on \(\mathbb{D}\) such that

\[ \|f\|^2_D = \int_{\mathbb{D}} |(I + R)f(z)|^2 dv(z) < +\infty, \]

where \(Rf(z) = z\frac{\partial}{\partial z} f(z)\) is the radial derivative and \(dv\) is the Lebesgue measure on \(\mathbb{D}\). We recall that \(D\) coincides with the Hardy-Sobolev space \(H^2_2\) on the unit disk.

If \(b\) is a holomorphic function on \(\mathbb{D}\), such that \((I + R)b \in L^1(\mathbb{D})\), let \(T_b\) denote the bilinear form, defined initially for holomorphic polynomials \(f, g\) by

\[ T_b(f, g) = \int_{\mathbb{D}} (I + R)(fg)(z)(I + R)b(z)dv(z). \]

The norm of \(T_b\) is

\[ \|T_b\| = \sup\{\|T_b(f, g)\| : \|f\|_D, \|g\|_D \leq 1\}. \]

The object of this paper is the study of the functions \(b\) such that \(\|T_b\|\) is finite. In fact, a characterization of the functions \(b\) satisfying this condition was given in [4], where the following theorem was shown, solving a conjecture stated by R. Rochberg:

**Theorem 1.1** ([4]). If \(b\) is a holomorphic symbol on \(\mathbb{D}\) such that \((I + R)b \in L^1(\mathbb{D})\). Then the following assertions are equivalent:

(i) The bilinear form \(T_b\) is bounded on \(D \times D\).

(ii) The measure \(d\mu_b(z) = |(I + R)b(z)|^2 dv(z)\) is a Carleson measure for the Dirichlet space \(D\).
A positive measure $\mu$ on $\mathbb{D}$ is a Carleson measure for the Dirichlet space $\mathcal{D}$ if and only if there exists $C > 0$ such that for any $f \in \mathcal{D}$,
\[
\int_{\mathbb{D}} |f(z)|^2 d\mu(z) \leq C \|f\|_{L^2}^2.
\]
Stegenga (see [12]) characterized the above Carleson measures in terms of Riesz capacities. Namely, $\mu$ is a Carleson measure for $\mathcal{D}$ if and only if there exists $C > 0$ such that for any open set $A$ on $\mathbb{T}$, the unit circle, $\mu(T(A)) \leq CC^2_2(A)$. Here $T(A) = \left( \bigcup_{\zeta \in A} D(\alpha(\zeta)) \right)^c$ is the tent over $A$ and if $\zeta \in \mathbb{T}$, $D_\alpha(\zeta) = \{ z : |1 - z\zeta| < \alpha(1 - |z|^2) \}$, $\alpha > 2$ is a nontangential region.

We also recall that if $A$ is a set on $\mathbb{T}$, then the Riesz capacity is given by
\[
C^2_2(A) = \inf \{ \|f\|_{L^2(\mathbb{T})}^2 : f \geq 0, \ I_2[f] \geq 1 \text{ on } A \},
\]
where, if $f$ is a nonnegative function on $\mathbb{T}$, we denote for $w \in \mathbb{T}$,
\[
I_2[f](w) = \int_0^{2\pi} \frac{f(\theta)}{|1 - we^{-i\theta}|^{1/2}} d\theta.
\]

The original proof of (i) implies (ii) in [4] is quite delicate and needs very accurate estimates. They use the capacitary characterization of Carleson measures, studying the relative sizes of both $\int_V |b'|^2$, where $V$ is a certain set in $\mathbb{D}$, and the capacity of the set $\mathbb{V} \cap \partial \mathbb{D}$. Then they construct an “expanded” set, $V_{exp}$, satisfying that $V$ and $\mathbb{D} \setminus V_{exp}$ are “well separated”, but such that $V_{exp}$ is not very large when it is measured by $\int_{V_{exp}} |b'|^2$ or by the capacity of $\mathbb{V} \cap \partial \mathbb{D}$. It is then possible to construct a pair of functions $f$ and $g$ such that $|T_b(f,g)|$ can be expressed, up to an error term, as $\int_V |b'|^2$, and to show the smallness of this error term. Some of the estimates are obtained by working on Bergman trees and the associated tree capacities.

In the same paper, the formal similarity with a boundedness criterion for a bilinear form associated to the Schrödinger operator due to Maz’ja and Verbitsky, [10], is observed. Let $L^1_2(\mathbb{R}^n)$ be the homogeneous Sobolev space obtained by completing $C^\infty_0(\mathbb{R}^n)$ with respect to the quasinorm induced by the Dirichlet inner product $\langle f, g \rangle_{Div} = \int_{\mathbb{R}^n} \nabla f \nabla g dx$. Given $b$, the Schrödinger form $S_b$ on $L^2_2(\mathbb{R}^n) \times L^2_2(\mathbb{R}^n)$ is defined as
\[
S_b(f,g) = \langle f,g \rangle_{Div},
\]
In Corollary 2 of [10] it is shown that $S_b$ is bounded if and only if $d\mu_b = \left| (-\Delta)^{1/2} b \right|^2 dx$ is a Carleson measure for the space $L^1_2(\mathbb{R}^n)$, that is, if and only if there exists $C > 0$ such that for any $f \in L^2_2(\mathbb{R}^n)$,
\[
\int_{\mathbb{R}^n} |f|^2 d\mu_b \leq C \|f\|_{L^2_2(\mathbb{R}^n)}^2.
\]

The proof of this result uses completely different techniques to the ones used in the proof of Theorem 1.1 in [4]. An adequate integration by parts and the use of certain weights in the $A_2$ Muckenhoupt class are fundamental tools.

The main object of this paper is to give an alternative proof of Theorem 1.1 based on the existence of holomorphic potentials associated to extremal measures with respect to the capacity of a set and inspired in part in the methods of the characterization of the boundedness of the bilinear form $S_b$ associated to the Schrödinger operator obtained in [10]. This approach is technically much simpler and tries to
approximate the answer to the question posed in [4] of knowing if there is an underlying reason for such formal similarity.

In Section 2, we recall the main properties relative to capacities and holomorphic potentials needed for the proof of the theorem. Section 3 is devoted to giving the proof of Theorem 1.1.

As usual, we will adopt the convention of using the same letter for various absolute constants whose values may change in each occurrence. Also, if there is no confusion, for simplicity we will write $A \lesssim B$ if there exists an absolute constant $M$ such that $A \leq MB$. We will say that two quantities $A$ and $B$ are equivalent if both $A \lesssim B$ and $B \lesssim A$, and, in that case, we will write $A \approx B$.

\section{Capacitary measures and holomorphic potentials}

We begin this section by recalling the main properties of the capacitary extremal measure associated to an open set on $\mathbb{T}$.

\begin{theorem}[Thm. 2.2.7, [1]]\label{thm:capacitary_measure}
If $A$ is an open set on $\mathbb{T}$, there exists a positive measure $\nu$ on $\mathbb{T}$, the capacitary measure for $A$, such that
\begin{enumerate}
\item $\nu$ is supported on $A$;
\item $\|\nu\| = \|I_{\frac{1}{2}}[\nu]\|_2^2 = C_{1/2}(A)$;
\item $P(w) := I_{\frac{1}{2}}[I_{\frac{1}{2}}[\nu]](w) \leq C, \omega \in \mathbb{T}$;
\item $P(w) \geq 1$ on $A$, except for a set of capacity zero.
\end{enumerate}
\end{theorem}

If we denote by $|E|$ the Lebesgue measure of a measurable set $E \subset \mathbb{T}$, it is proved in Theorem 20 in [11] that for any $\varepsilon > 0$, $|E|^{\varepsilon} \lesssim C_{1/2}(E)$. Consequently, we also have that $P(w) \geq 1$ on $A$, almost everywhere on $\mathbb{T}$. Our next lemma gives a pointwise estimate of $I_{\frac{1}{2}}[I_{\frac{1}{2}}[\nu]]$.

\begin{lemma}\label{lem:pointwise_estimate}
There exist $C, K > 0$ such that for any positive measure $\nu$ on $\mathbb{T}$ and any $e^{i\theta}, e^{i\theta'} \in \mathbb{T}$,
\begin{equation}
I_{\frac{1}{2}}[I_{\frac{1}{2}}[\nu]](e^{i\theta}) \leq C \int_0^{2\pi} \ln \frac{K}{|e^{i\theta} - e^{it}|} d\nu(t).
\end{equation}
Furthermore, there exist $C_1, K_1, \delta > 0$, such that for any $\theta, t$, $0 < |e^{i\theta} - e^{it}| \leq \delta$,
\begin{equation}
0 < C_1 \ln \frac{K_1}{|e^{i\theta} - e^{it}|} \leq \int_0^{2\pi} \int_0^{2\pi} \frac{d\eta}{|e^{i\eta} - e^{it}|^{\frac{1}{2}} |e^{i\theta} - e^{i\eta}|^{\frac{1}{2}}}.\end{equation}
\end{lemma}

\begin{proof}
Fubini’s theorem gives that
\begin{equation}
I_{\frac{1}{2}}[I_{\frac{1}{2}}[\nu]](e^{i\theta}) = \int_0^{2\pi} \int_0^{2\pi} \frac{d\eta}{|e^{i\eta} - e^{it}|^{\frac{1}{2}} |e^{i\theta} - e^{i\eta}|^{\frac{1}{2}}} d\nu(t).
\end{equation}
\end{proof}
Next,
\[
\int_0^{2\pi} \frac{d\eta}{|e^{i\eta} - e^{it}|^2 |e^{i\theta} - e^{i\eta}|^2} = \int |e^{i\theta} - e^{i\eta}| < |e^{i\theta} - e^{it}| \frac{d\eta}{|e^{i\theta} - e^{i\eta}|^2 |e^{i\theta} - e^{i\eta}|^2} + \int |e^{i\theta} - e^{i\eta}| \geq |e^{i\theta} - e^{i\eta}|^2 \frac{d\eta}{|e^{i\theta} - e^{i\eta}|^2 |e^{i\theta} - e^{i\eta}|^2} = I + II + III.
\]

On the region considered in the integral given by \(I\), \(|e^{i\eta} - e^{it}| \approx |e^{i\theta} - e^{it}|\), and consequently
\[
I \lesssim \frac{1}{|e^{i\theta} - e^{it}|} \int |e^{i\theta} - e^{i\eta}| \leq |e^{i\theta} - e^{i\eta}| \frac{d\eta}{|e^{i\theta} - e^{i\eta}|^2} \approx C.
\]

The integral given by \(II\) is estimated analogously.

Next, we split the region considered in \(III\) into two parts, one corresponding to the points where \(|e^{i\eta} - e^{it}| > |e^{i\theta} - e^{i\eta}|\) and one where \(|e^{i\eta} - e^{it}| \leq |e^{i\theta} - e^{i\eta}|\). In the first case the integral given by \(III\) is bounded from above by
\[
\int \frac{d\eta}{|e^{i\theta} - e^{i\eta}| < |e^{i\theta} - e^{i\eta}| \leq 2|e^{i\theta} - e^{i\eta}|} \lesssim \ln \frac{K}{|e^{i\theta} - e^{i\eta}|}.
\]

Finally, in order to obtain the estimate given in (2.2), we consider for \(0 < |e^{i\theta} - e^{it}| \leq \delta\), where \(\delta > 0\) is to be chosen, the region where \(|e^{i\eta} - e^{it}| \geq |e^{i\theta} - e^{i\eta}|\). In that case, we have that \(|e^{i\eta} - e^{i\theta}| \leq 2|e^{i\eta} - e^{it}|\), and consequently, if \(\delta\) is small enough,
\[
\int_0^{2\pi} \frac{d\eta}{|e^{i\eta} - e^{it}|^2 |e^{i\theta} - e^{i\eta}|^2} \geq \int_{|\eta - t| > 2|t - \theta|} \frac{d\eta}{|\eta - t|} \approx \ln \frac{K_1}{|e^{i\theta} - e^{it}|} > 0.
\]

If \(\ln\) denotes the principal branch of the logarithm, we define the holomorphic potential of a finite positive measure \(\mu\) on \(\mathbb{T}\) by
\[
\mathcal{U}(z) = \int_{\mathbb{T}} \ln \frac{K}{1 - z\zeta} d\mu(\zeta),
\]
where \(K > 0\) is a fixed constant satisfying that \(\ln \frac{K}{2} \geq 4\pi\) and big enough so that the estimate (2.1) in Lemma 2.2 can be applied. This choice of \(K > 0\) implies in particular that for any \(z \in \mathbb{D}\), \(\text{Re}\mathcal{U}(z) \geq 2|\text{Im}\mathcal{U}(z)|\) and \(|\mathcal{U}| \approx \text{Re}\mathcal{U}(z)\). We will define \(\mathcal{V}(z) = \text{Re}\mathcal{U}(z)\).

We remark that if we replace \(K\) by a larger constant in the definition of the holomorphic potential \(\mathcal{U}\), the estimates obtained in the following lemmas still remain true. For technical reasons which will appear later on, it will be convenient at some point to replace the constant \(K\) previously considered by \(6K\). When we need to specify the precise constant, we will write \(\mathcal{V}_K\) instead of \(\mathcal{V}\).

**Lemma 2.3.** If \(A \subset \mathbb{T}\) is an open set, \(\nu\) is the extremal measure for \(A\) and \(\mathcal{U}\) is the holomorphic potential associated to \(\nu\), we have:
(i) $\|U\|_D \lesssim C_{1,2}(A)^{1/2}$.
(ii) $|U(z)| \leq C$.
(iii) $1 \lesssim V(z) = \text{Re}U(z)$ on $T(A)$.

Proof. The proof will be based on the properties of the extremal measure $\nu$ and the above lemma. Let us begin with (i).

It is proved in Theorem 2.10 in [3] that $\|U\|_D \lesssim \|I_{1/2}[\nu]\|_2$, which, by (ii) in Theorem 2.1, coincides with $C_{1,2}(A)^{1/2}$. In particular, $U \in D = H_{1/2}^2 \subset H^2$, and consequently, it has nontangential boundary values $U^*$ almost everywhere. If we denote $V^* = \text{Re}U^*$, and if $P(z, \theta) = \frac{1-|z|^2}{|1-ze^{-i\theta}|^2}$ is the Poisson kernel, we then have

$$|U(z)| \approx V(z)$$

Consequently, in order to prove (ii), it is enough to show that $V^*(e^{i\theta}) \lesssim 1$. Indeed, by (2.2) and (ii) and (iii) in Theorem 2.1, we have that $V^*(e^{i\theta}) \lesssim C_{1,2}(A) + I_{1/2}[I_{1/2}[\nu]](e^{i\theta}) \lesssim 1$.

Finally, in order to prove (iii), we observe that if $z \in T(A)$, then there exists $c < 1$ such that $B(\frac{1}{|z|}, c(1 - |z|)) \subset A$. Since by (iv) in Theorem 2.1 $V^* \geq 1$ a.e. on $A$, we have then that

$$V(z) = \int_0^{2\pi} \frac{(1-|z|^2)}{|z - e^{i\theta}|^2} V^*(\theta) d\theta$$

$$\geq \int_{B(\frac{1}{|z|}, c(1 - |z|))} \frac{(1-|z|^2)}{|z - e^{i\theta}|^2} V^*(\theta) d\theta$$

$$\geq C \int_{B(\frac{1}{|z|}, c(1 - |z|))} \frac{(1-|z|^2)}{|z - e^{i\theta}|^2} d\theta \approx \frac{1}{(1-|z|^2)} \int_{B(\frac{1}{|z|}, c(1 - |z|))} d\theta \approx 1. \quad \blacksquare$$

Before we state our next lemma, we give a couple of definitions. If $f$ is a function in $L^2(\mathbb{D})$, its Bergman projection is defined by

$$B[f](z) = \int_{\mathbb{D}} \frac{f(w)}{(1 - \overline{w}z)^2} dv(w), \ w \in \mathbb{D}.$$ 

If $\omega$ is a weight on $\mathbb{D}$, it was proved in [5] that $B$ is bounded on $L^2(\omega)$ if and only if $\omega$ is in the class $B_2$ defined by

Definition 2.4. A weight $\omega$ is in $B_2$ if there exists $C > 0$ such that for any interval $I \subset \mathbb{T}$,

$$\left( \frac{1}{|T(I)|} \int_{T(I)} \omega d\nu \right) \left( \frac{1}{|T(I)|} \int_{T(I)} \omega^{-1} d\nu \right) \leq C.$$

Lemma 2.5. The function $V^2$ is in the $B_2$ class.
Proof. Observe that
\[
\text{Re}(U^2) = (\text{Re } U)^2 - (\text{Im } U)^2 = ((\text{Re } U + \text{Im } U)(\text{Re } U - \text{Im } U) \approx \\
(\text{Re } U)^2 = V^2.
\]

In [9] (Lemma 3 of 2.6) there is a proof of a result by Verbitsky that shows that for any $\beta \in (1, +\infty)$, the weight $(I_2[I_2[\nu]])^\beta$ is in the Muckenhoupt class $A_1$ on $T$, with constants independent of the measure $\nu$. In particular, we have that the weight $(V^*)^2$ is in the class $A_1$ on $T$, and consequently, it is also in the $A_2$ class on $T$.

It is proved in [8] that if the weight $(V^*)^2$ is in the Muckenhoupt class $A_2$ on $T$ and we consider the set $I_z = \{\zeta \in T : |1 - \frac{z}{|z|}\zeta| \leq c(1 - |z|^2)\}$, $c < 1$, then the weight defined by
\[
(V^*)^2(z) = \frac{1}{1 - |z|} \int_{I_z} (V^*\zeta)(\zeta)|d\zeta|
\]
is in the class $B_2$.

The estimate [2.6] gives that $P[(V^*)^2] \approx P[\text{Re}(U^2)] = \text{Re}(U^2) \approx (V)^2$.

Hence, in order to finish the proof of the lemma it is enough to check that
\[
(2.7) \quad P[(V^*)^2] \approx (V^*)^2.
\]
If $z = re^{i\theta_0} \in D$, for any $k \geq 1$, let $I_k(z) = \{\zeta \in T : |1 - e^{i\theta_0}\zeta| \leq 2^k(1 - r)\}$ and $I_0 = \emptyset$. We then have
\[
P[(V^*)^2](z) = \sum_{k \geq 0} \int_{I_k(z) \setminus I_{k+1}(z)} \frac{1 - |z|^2}{|1 - z\zeta|^2}(V^*(\zeta)|d\zeta
\]
$$\lesssim \sum_{k \geq 0} 2^{2k}(1 - r) \int_{I_{k+1}} (V^*)^2(\zeta)d\zeta.$$  
Since $(V^*)^2$ is in $A_2$, it is well known that $(V^*)^2$ is also in $A^{2 - \varepsilon}$, for some $\varepsilon > 0$, and in particular, it satisfies a doubling condition of order $\tau < 2$. Thus, 
\[
\int_{I_{k+1}} (V^*)^2(\zeta)d\zeta \lesssim C2^{2\tau} \int_{I_k} (V^*)^2(\zeta)d\zeta.
\]
Consequently, the above sum is bounded above by
\[
\sum_{k \geq 0} 2^{k(2 - \tau)}(1 - r) \int_{I_z}(V^*)^2(e^{i\theta})d\theta \approx (V^*)^2(z).
\]
The lower estimate in (2.7) is a consequence of the inequality
\[
\frac{1}{|I_z|} \int_{I_z} (V^*)^2(\zeta)d\zeta \lesssim P[(V^*)^2](z).
\]

3. Proof of Theorem 1.1

3.1. (ii) implies (i). The proof of this implication is direct; see [4]. For the sake of completeness, we include it here. Assume that $d\mu_b(z) = |(I + R)b(z)|^2d\nu(z)$ is a
Carleson measure for the Dirichlet space $\mathcal{D}$, and let $f, g \in \mathcal{D}$. We then have:

$$|T_b(f, g)| = \left| \int_{\mathcal{D}} (I + R) f(z) g(z) (I + R) b(z) \, dv(z) + \int_{\mathcal{D}} (f(z) Rg(z)) (I + R) b(z) \, dv(z) \right|$$

$$\leq \left( \int_{\mathcal{D}} |(I + R) f(z)|^2 \, dv(z) \right)^{1/2} \left( \int_{\mathcal{D}} |g(z)|^2 \, \frac{|(I + R) b(z)|^2 \, dv(z)}{|I + R b(z)|^2} \right)^{1/2} + \left( \int_{\mathcal{D}} |f(z)|^2 \, \frac{|(I + R) b(z)|^2 \, dv(z)}{|I + R b(z)|^2} \right)^{1/2} \lesssim \|f\|_{\mathcal{D}} \|g\|_{\mathcal{D}}.$$

3.2. (i) implies (ii). Assume now that $T_b$ is bounded on $\mathcal{D} \times \mathcal{D}$. We want to prove that $d\mu_b(z)$ is a Carleson measure for the Dirichlet space $\mathcal{D}$, which is equivalent to proving that there exists a constant $K$ such that for any open set $A \subset \mathbb{T}$,

$$\int_{T(A)} |(I + R) b|^2(z) \, dv(z) \leq KC_{2,2}^1(A).$$

We begin with some technical lemmas needed in the proof.

**Lemma 3.1.** If $T_b$ is bounded on $\mathcal{D} \times \mathcal{D}$, the symbol $b$ belongs to the Dirichlet space $\mathcal{D}$.

**Proof.** Let $h \in \mathcal{D}$. By hypothesis,

$$| \int_{\mathcal{D}} (I + R) h(z) (I + R) b(z) \, dv(z) | \lesssim \|T_b\| \|h\|_{\mathcal{D}}.$$ 

Duality gives then that $b \in \mathcal{D}$ and $\|b\|_{\mathcal{D}} \lesssim \|T_b\|$. ■

**Lemma 3.2.** Let $b \in \mathcal{D}$ and $f$ be the holomorphic function on $\mathbb{D}$ defined by $f = (I + R)^{-1} B[[I + R] b \chi_{T(A)}]$, where $B$ is the Bergman projection on $\mathbb{D}$. Then $f \in \mathcal{D}$ and $\|f\|_{\mathcal{D}} \lesssim \|b\|_{\mathcal{D}}$.

**Proof.** We have that $(I + R) f = B[[I + R] b \chi_{T(A)}]$, and consequently, the boundedness of the Bergman projection on $L^2(\mathbb{D})$ and Lemma 3.1 give that

$$\|f\|_{\mathcal{D}} = \|B[[I + R] b \chi_{T(A)}]\|_{L^2(\mathbb{D})} \lesssim \|I + R b \chi_{T(A)}\|_{L^2(\mathbb{D})} \lesssim \|b\|_{\mathcal{D}}.$$ ■

We now proceed to prove the theorem. Given an open set $A$, let $\nu$ be the extremal measure as in Theorem 2.1 let $\mathcal{U} \in \mathcal{D}$ be the holomorphic potential associated to $\nu$ and $A$, defined in (2.3), and let $f$ be the holomorphic function associated to $b$, defined in Lemma 3.2. Next, observe that

$$T_b(\mathcal{U}, \frac{f}{\mathcal{U}}) = \int_{\mathcal{D}} (I + R) f(z) (I + R) b(z) \, dv(z)$$

$$= \int_{\mathcal{D}} B[[I + R] b \chi_{T(A)}](z) (I + R) b(z) \, dv(z)$$

$$= \int_{\mathcal{D}} [(I + R) b \chi_{T(A)}](z) (I + R) b(z) \, dv(z)$$

$$= \int_{T(A)} |(I + R) b(z)|^2 \, dv(z) = \mu_b(T(A)).$$

Since $T_b$ is bounded, by Lemma 2.3 we have

$$|T_b(\mathcal{U}, \frac{f}{\mathcal{U}})| \lesssim \|\mathcal{U}\|_{\mathcal{D}} \|\frac{f}{\mathcal{U}}\|_{\mathcal{D}} \lesssim C_{2,2}^1(A)^{1/2} \|\frac{f}{\mathcal{U}}\|_{\mathcal{D}}.$$
We will show that

\[ (3.3) \quad \|f\|_D \lesssim \left( \int_{T(A)} |(I + R)b(z)|^2 dv(z) \right)^{\frac{1}{2}} = \mu_b(T(A))^\frac{1}{2}. \]

Indeed, if (3.3) holds, then by (3.2), \( \mu_b(T(A)) \lesssim C_{\frac{1}{2}, 2}(A)^\frac{1}{2} \mu_b(T(A))^{\frac{1}{2}} \), and since by Lemma 3.1 \( \mu_b(T(A)) \lesssim \|b\|_D < +\infty \), we finish the proof of (i) implies (ii).

So, we are led to show (3.3). But \((I + R)^{\frac{1}{2}} = \frac{(I + R)f}{I + R} \). Thus it is enough to show that

\[ (3.4) \quad \int_B \frac{|(I + R)f(z)|^2}{|U^2(z)|} dv(z) \lesssim \mu_b(T(A)) \]

and

\[ (3.5) \quad \int_B \frac{|f(z)RU(z)|^2}{|U^4(z)|} dv(z) \lesssim \mu_b(T(A)). \]

We begin with (3.4). Since \( |U| \approx V \) and Lemma 2.5 gives that \( \frac{1}{|U|^2} \) is a weight in \( B_2 \), the integral corresponding to the left-hand side of (3.4) is bounded by

\[ \int_B \frac{|(I + R)f(z)|^2}{|U^2(z)|} dv(z) \leq \int_B \frac{|B[(I + R)b\chi_{T(A)}](z)|^2}{V^2(z)} dv(z) \]

\[ \lesssim \int_{T(A)} \frac{|(I + R)b(z)|^2}{V^2(z)} dv(z) \lesssim \int_{T(A)} |(I + R)b(z)|^2 dv(z) = \mu_b(T(A)), \]

where in the last estimate we have used that by Lemma 2.3 \( V^2(z) \geq C \) on \( T(A) \).

In order to prove the estimate (3.5), we need some technical results, which we state in the following two lemmas.

**Lemma 3.3.** There exists \( C > 0 \) such that for any compactly supported real-valued \( C^1 \) function \( \phi \) and any nonidentically zero positive measure \( \nu \) supported on \( T \), if \( \mathcal{U} \) is the holomorphic potential defined a.e. in \( C \) as in Lemma 2.3 and \( \mathcal{V} = \text{Re} \mathcal{U} \), we have that

\[ (3.6) \quad \int_C \phi(z)^2 \frac{|
abla \mathcal{V}(z)|^2}{(\mathcal{V}(z))^4} dv(z) \leq C \int_C \frac{|
abla \phi(z)|^2}{(\mathcal{V}(z))^2} dv(z). \]

**Proof.** In order to prove the lemma, we will make the following reduction.

Let us consider the measures \( \nu_\varepsilon = \mu \ast \varphi_\varepsilon \), regularizations of \( \nu \), where \( \varphi \) is a radial \( C^\infty \) function on \( C \), which is zero outside a neighborhood of 0 and such that \( \int_C \varphi = 1 \) and \( \varphi_\varepsilon(y) = \frac{1}{\varepsilon} \varphi(y/\varepsilon) \), for any \( y \in C \). It is enough to show the estimate (3.6) for the functions

\[ \mathcal{V}_\varepsilon(z) = \int_C \ln \frac{K}{|1 - z^\varepsilon|} d\nu_\varepsilon(\zeta), \]

with constants independent of \( \varepsilon > 0 \). Indeed, since \( \nu_\varepsilon \) converges weakly to \( \nu \), as \( \varepsilon \to 0 \), we have that both \( \mathcal{V}_\varepsilon \) and \( \nabla \mathcal{V}_\varepsilon \) converge pointwise almost everywhere to \( \mathcal{V} \) and \( \nabla \mathcal{V} \) respectively as \( \varepsilon \to 0 \). Then applying Fatou’s lemma first and the Dominated Convergence Theorem (since by definition, \( \frac{1}{V^2} \leq C \) for any \( \varepsilon > 0 \)), we have

\[ \int_C \phi(z)^2 \frac{|
abla \mathcal{V}(z)|^2}{(\mathcal{V}(z))^4} dv(z) \leq \liminf_{\varepsilon \to 0} \int_C \phi(z)^2 \frac{|
abla \mathcal{V}_\varepsilon(z)|^2}{(\mathcal{V}_\varepsilon(z))^4} dv(z) \]

\[ \lesssim \liminf_{\varepsilon \to 0} \int_C \frac{|
abla \phi(z)|^2}{(\mathcal{V}_\varepsilon(z))^2} dv(z) = \int_C \frac{|
abla \phi(z)|^2}{(\mathcal{V}(z))^2} dv(z). \]
So we are left to show
\begin{equation}
(3.7) \quad \int_C \phi(z)^2 \frac{\|\nabla V^\varepsilon(z)\|^2}{(V^\varepsilon(z))^4} dv(z) \lesssim \int_C \frac{\|\nabla \phi(z)\|^2}{(V^\varepsilon(z))^2} dv(z),
\end{equation}
with constants independent of $\varepsilon > 0$. Applying integration by parts and using that the function $\phi$ is compactly supported, we then have
\begin{align*}
\int_C \phi(z)^2 \frac{\|\nabla V^\varepsilon(z)\|^2}{(V^\varepsilon(z))^4} dv(z) &= - \int_C \phi(z)^2 \frac{\Delta V^\varepsilon(z)}{(V^\varepsilon(z))^3} dv(z) - 2 \int_C \phi(z) \nabla \phi(z) \cdot \nabla V^\varepsilon(z) \frac{1}{(V^\varepsilon(z))^3} dv(z) \\
& \quad + 4 \int_C \phi(z)^2 \frac{\|\nabla V^\varepsilon(z)\|^2}{(V^\varepsilon(z))^4} dv(z).
\end{align*}
Hence, since $-\Delta V^\varepsilon(z) = \nu_\varepsilon$ is a positive measure,
\begin{align*}
3 \int_C \phi(z)^2 \frac{\|\nabla V^\varepsilon(z)\|^2}{(V^\varepsilon(z))^4} dv(z) &= 2 \int_C \phi(z) \nabla \phi(z) \cdot \nabla V^\varepsilon(z) \frac{1}{(V^\varepsilon(z))^3} dv(z) + \int_C \phi(z)^2 \frac{\Delta V^\varepsilon(z)}{(V^\varepsilon(z))^3} dv(z) \\
& \quad \leq 2 \int_C \phi(z) \nabla \phi(z) \cdot \nabla V^\varepsilon(z) \frac{1}{(V^\varepsilon(z))^3} dv(z) \leq 2 \int_C \phi(z) \nabla \phi(z) \cdot \nabla V^\varepsilon(z) \frac{1}{(V^\varepsilon(z))^3} dv(z).
\end{align*}
Applying Hölder’s inequality to the last estimate, we obtain
\begin{align*}
3 \int_C \phi(z)^2 \frac{\|\nabla V^\varepsilon(z)\|^2}{(V^\varepsilon(z))^4} dv(z) &\leq 2 \left( \int_C \frac{\|\nabla \phi(z)\|^2}{(V^\varepsilon(z))^2} dv(z) \right)^\frac{1}{2} \left( \int_C \phi(z)^2 \frac{\|\nabla V^\varepsilon(z)\|^2}{(V^\varepsilon(z))^4} dv(z) \right)^\frac{1}{2},
\end{align*}
which gives that
\begin{align*}
\int_C \phi(z)^2 \frac{\|\nabla V^\varepsilon(z)\|^2}{(V^\varepsilon(z))^4} dv(z) &\leq \left( \frac{2}{3} \right)^2 \int_C \frac{\|\nabla \phi(z)\|^2}{(V^\varepsilon(z))^2} dv(z),
\end{align*}
and that gives (3.7) and ends the lemma. 

The next lemma is a modification of a classical extension theorem on real Sobolev spaces (see [3]) to a weighted situation. We construct an extension to the whole plane of a function in the Sobolev space on the disc with respect to the weight $\frac{dv(z)}{V^\varepsilon(z)}$, with estimates of the corresponding norm. We recall that if $L > 0$, we will write $V_L(z) = \int_T \ln \frac{L}{|1 - z \zeta|} dv(\zeta)$ when we want to specify the constant $L$. Namely, we have:

**Lemma 3.4.** There exists $C > 0$, such that for any real-valued $C^1$ function $\phi$ on $\mathbb{D}$, there exists a real-valued compactly supported $C^1$ extension to $\mathbb{C}$ of $\phi$, $\tilde{\phi}$, satisfying that
\begin{equation}
(3.8) \quad \int_C \frac{\|\nabla \tilde{\phi}(z)\|^2}{V^\varepsilon_{2K}(z)^2} dv(z) \leq C \left( \int_D \frac{\|\nabla \phi(z)\|^2}{V^\varepsilon_{2K}(z)^2} dv(z) + \int_D \frac{\|\phi(z)\|^2}{V^\varepsilon_{2K}(z)^2} dv(z) \right),
\end{equation}
Proof. We first extend the function \( \phi \) to a neighborhood of the closed unit disc by defining the function
\[
\phi^e(\rho e^{i\theta}) = 3\phi((2 - \rho)e^{i\theta}) - 2\phi((3 - 2\rho)e^{i\theta}),
\]
where \( \rho < \frac{3}{2} \). We observe that \( \lim_{\rho \to 1^-} \phi^e(\rho e^{i\theta}) = \phi(e^{i\theta}) \), and \( \lim_{\rho \to 1^-} \frac{\partial \phi^e}{\partial \rho}(\rho e^{i\theta}) = \frac{\partial \phi}{\partial \rho}(e^{i\theta}) \), and consequently, \( \phi^e \) is a \( C^1 \) extension of \( \phi \) to \( |z| < \frac{3}{2} \). Let \( 0 < \varepsilon < \frac{1}{4} \) be fixed and let \( \psi \) be a \( C^\infty \) function on \( \mathbb{C} \) such that \( 0 \leq \psi \leq 1 \), \( \psi(z) = 1 \) for \( |z| < 1 + \varepsilon \), and \( \psi(z) = 0 \) for \( |z| > \frac{3}{2} - \varepsilon \). We consider the function \( \phi = \psi \phi^e \), which is a \( C^1 \) compactly supported function.

We have
\[
\int \frac{|\nabla \tilde{\phi}(z)|^2}{V_{6K}(z)^2} dv(z) \leq \int_{|z| < \frac{3}{2}} \frac{|\nabla \phi^e(z)|^2}{V_{6K}(z)^2} dv(z) + \int_{|z| < \frac{3}{2}} \frac{|\phi^e(z)|^2}{V_{6K}(z)^2} dv(z) = I + II.
\]
In order to estimate the integrals in both \( I \) and \( II \), we split both integrals into two pieces, one corresponding to \( \mathbb{D} \), and the other corresponding to \( 1 \leq |z| < \frac{3}{2} \). In this last region, we will apply an appropriate change of variables to transform the integrals into integrals over a subset of \( \mathbb{D} \). We first observe that for any \( 0 < r < 1 \), \( 1 - r \leq |re^{i\theta} - \zeta| \) and \( |e^{i\theta} - \zeta| \leq 2|re^{i\theta} - \zeta| \). Consequently, for \( 1 < \rho < \frac{3}{2} \), \( |re^{i\theta} - \zeta| \leq |1 - (2 - \rho)| + |e^{i\theta} - \zeta| \leq 3(2 - \rho)e^{i\theta} - \zeta| \). Similarly, \( |re^{i\theta} - \zeta| \leq \frac{3}{2}(3 - 2\rho)e^{i\theta} - \zeta| \).

Hence, we have that both \( \ln \frac{6K}{|3 - 2\rho e^{i\theta} - \zeta|} \geq 1 \) and \( \ln \frac{6K}{|2\rho e^{i\theta} - \zeta|} \geq 0 \), and consequently,
\[
\int_{1 < |z| < \frac{3}{2}} \frac{|\nabla \phi(z)|^2}{V_{2K}(z)^2} dv(z).
\]
This gives that
\[
I \lesssim \int_{D} \frac{|\nabla \phi(z)|^2}{V_{2K}(z)^2} dv(z).
\]
Next we deal with the integral given by \( II \). Arguing as before, we have that
\[
\int_{1 < |z| < \frac{3}{2}} \frac{|\phi(z)|^2}{V_{6K}(z)^2} dv(z) \lesssim \int_{D} \frac{|\phi(z)|^2}{V_{2K}(z)^2} dv(z).
\]

Theorem 3.5. There exists a constant \( C > 0 \) such that for any \( h \) in the Dirichlet space \( D \),
\[
\int_{D} |h(z)|^2 \frac{|RV(z)|^2}{V_{6K}(z)^4} dv(z) \leq C \int_{D} \frac{|(I + R)h(z)|^2}{V_{K}(z)^2} dv(z).
\]

Proof. Since \( U \) is holomorphic, \( |RU| \leq |\nabla V| \). If \( \rho < 1 \), and \( h_\rho(z) = h(\rho z) \), we apply Lemmas 3.3 and 3.4 to \( \text{Re} h_\rho \) and \( \text{Im} h_\rho \), and we obtain that
\[
\int_{D} |h_\rho(z)|^2 \frac{|RV(z)|^2}{V_{6K}(z)^4} dv(z) \lesssim \int_{D} \frac{|
abla h_\rho(z)|^2}{V_{2K}(z)^2} dv(z).
\]
Next we have that \( \mathcal{V}_K(z) \lesssim \mathcal{V}_{2K}(z) \) and consequently, by Fatou’s lemma,
\[
\int_\mathbb{D} |h(z)|^2 \frac{\left| \nabla V(z) \right|^2}{\mathcal{V}_K(z)^4} \, dv(z) \leq \liminf_{\rho \to 1} \int_\mathbb{D} |h_\rho(z)|^2 \frac{\left| \nabla V(z) \right|^2}{\mathcal{V}_K(z)^4} \, dv(z)
\]
\[
\lesssim \liminf_{\rho \to 1} \int_\mathbb{D} \frac{\left| \nabla h_\rho(z) \right|^2}{\mathcal{V}_{2K}(z)^2} \, dv(z) \lesssim \int_\mathbb{D} \frac{\left| \nabla h(z) \right|^2}{\mathcal{V}_{2K}(z)^2} \, dv(z).
\]

Finally, the pointwise estimate in Lemma 3.6 in [2] gives that if \( \alpha < \beta \), there exists \( C > 0 \) such that for any \( \zeta \in \mathbb{T} \),
\[
\int_{D_\alpha(\zeta)} \left| \nabla h(z) \right|^2 (1 - |z|^2)^{-1} \, dv(z) \lesssim \int_{D_\beta(\zeta)} \left| Rh(z) \right|^2 (1 - |z|^2)^{-1} \, dv(z).
\]

Consequently, multiplying by \( 1/(\mathcal{V}_K^*)^2(\zeta) \), integrating and applying Lemma 2.7 to the weight \( 1/(\mathcal{V}_K^*)^2(\zeta) \) (which is also in the class \( A_2 \)), we easily obtain
\[
\int_{\mathbb{D}} \frac{\left| \nabla h(z) \right|^2}{\mathcal{V}_K(z)^2} \, dv(z) \lesssim \int_{\mathbb{D}} \frac{\left| Rh(z) \right|^2}{\mathcal{V}_K(z)^2} \, dv(z).
\]

Finally, a standard argument using integral representations (see, for instance, Theorem 2.8 in [7]) gives that the right-hand side of the above integral is bounded up to a constant by
\[
\int_{\mathbb{D}} \frac{\left| Rh(z) \right|^2}{\mathcal{V}_K(z)^2} \, dv(z) \lesssim \int_{\mathbb{D}} \frac{|(I + R)h(z)|^2}{\mathcal{V}_K(z)^2} \, dv(z). \quad \blacksquare
\]

Now we can finish the proof of (i) implies (ii), proving the estimate (3.5). Since \( |\mathcal{U}| \simeq \mathcal{V} \), Theorem 3.5 and the argument used in the proof of (3.4) give the proof. \( \blacksquare \)
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