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Abstract. For an odd integer \( n > 0 \), we introduce the class \( \mathcal{LP}_n \) of Laurent polynomials

\[
P(z) = (n+1) + \sum_{k=1 \atop k \text{ odd}}^n c_k (z^k + z^{-k}),
\]

with all coefficients \( c_k \) equal to \(-1\) or \(1\). Such polynomials arise in the study of Barker sequences of even length, i.e., integer sequences having minimal possible autocorrelations. We prove that polynomials \( P \in \mathcal{LP}_n \) have large Mahler measures, namely,

\[
M(P) > \frac{n+1}{2}.
\]

We conjecture that minimal Mahler measures in the class \( \mathcal{LP}_n \) are attained by the polynomials \( R_n(z) \) and \( R_n(-z) \), where

\[
R_n(z) = (n+1) + \sum_{k=-n \atop k \text{ odd}}^n z^k
\]

is a polynomial with all the coefficients \( c_k = 1 \). We prove that

\[
M(R_n) > n - \frac{2}{\pi} \log n + O(1).
\]

The results of experimental computations on polynomials in the class \( \mathcal{LP}_n \) suggest two conjectures which could shed light on the long-standing Barker problem.

1. Introduction

Let \( a_0, a_1, \ldots, a_n \) be the sequence of complex numbers, all of modulus \(|a_j| = 1\). For this sequence, the aperiodic autocorrelation coefficients \( c_k, -n \leq k \leq n \), are defined by

\[
c_k := \sum_{j=0}^{n-k} a_j \overline{a}_{k+j} \quad \text{for} \quad 0 \leq k \leq n \quad \text{and} \quad c_{-k} := c_k.
\]

The sequences \( a_k \) having small autocorrelation values \(|c_k|\) have a long history in signal processing; see [1], [6], [7]. In particular, the Barker sequences are those which have all numbers \( a_k \) equal to 1 or \(-1\) and \(|c_k| \leq 1\) for \( k \neq 0 \). It is widely...
Theorem 1.1. Let $n$ be an odd integer. Define the class $\mathcal{LP}_n$ as the class of polynomials of the form

$$P(z) = (n + 1) + \sum_{k=-n, k \text{ odd}}^{n} c_k z^k,$$

with coefficients $c_k = -1$ or 1 and $c_{-k} = c_k$.

Barker polynomials $p(z) \in \mathcal{L}_n$ are related to the polynomials in $\mathcal{LP}_n$ in the following way: if $p(z)$ is a Barker polynomial of odd degree, then the Laurent polynomial defined by $P(z) := p(z)p(1/z)$ belongs to the class $\mathcal{LP}_n$ as can be seen easily from the equations (11). It seems that the special form of the polynomials $P(z) \in \mathcal{LP}_n$ is natural in the investigations of Barker polynomials of odd degree.

Our paper is just a starting point for these investigations. We shall concentrate our efforts in the two main directions. In the first place, we give the results on the $L_n$ norms and especially the Mahler measure of the polynomials in the class...
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2. Main Results

We start by making some definitions. Recall that a function \( P(z) \) is called a \emph{Laurent polynomial} (centered at the origin) if it is a polynomial in \( z \) and \( 1/z \) with complex coefficients, \( P(z) \in \mathbb{C}[z, 1/z] \). For any real number \( s \geq 1 \), the \( L_s \) norm of \( P(z) \) on the unit circle \( |z| = 1 \) is defined by

\[
||P||_s = \left( \frac{1}{2\pi} \int_0^{2\pi} |P(e^{it})|^s dt \right)^{1/s}.
\]

If \( P \neq 0 \) is a Laurent polynomial, then \( P(z) = z^{-m}Q(z) \) for some polynomial \( Q \in \mathbb{C}[z] \), \( Q(0) \neq 0 \) and some \( m \in \mathbb{N} \):

\[
Q(z) := c_0 + c_1 z^2 + \cdots + c_n z^n = c_n \prod_{j=1}^n (z - \alpha_j) \in \mathbb{C}[z].
\]

The Mahler measure of \( P(z) \) and \( Q(z) \) is defined by

\[
M(P) := M(Q) = |c_n| \prod_{j=1}^n \max \{1, |\alpha_j| \}.
\]

In view of Jensen’s formula, one has

\[
\log M(P) = \frac{1}{2\pi} \int_0^{2\pi} \log |P(e^{it})| dt.
\]

In Proposition 2.1 we list some basic properties of the polynomials in the class \( \mathcal{L}P_n \). Among all polynomials in \( \mathcal{L}P_n \), polynomials with all coefficients \( c_k \) equal to 1 or, alternatively, all coefficients \( c_k = -1 \) are of special interest. We define

\[
R_n(z) := (n+1) + \sum_{k=-n \atop k \text{ odd}}^n z^k.
\]

We will show that \( R_n(z) \) and \( R_n(-z) \) has several interesting extremal properties.

**Proposition 2.1.** Let \( P \in \mathcal{L}P_n \). Then \( P(e^{it}) \) takes real nonnegative values for \( t \in [0, 2\pi) \). \( P(z) = 0 \) holds for some \( z \) of modulus 1 if and only if \( P(z) = R_n(z) \) and \( z = -1 \) or \( P(z) = R_n(-z) \) and \( z = 1 \). For each \( P \in \mathcal{L}P_n \), one has

\[
||P||_1 = n + 1
\]

and

\[
||P||_2 = (n + 1)^2 + (n + 1)^{1/2}.
\]

In addition, we also have

\[
||P||_4 \leq ||R_n||_4 = ((n + 1)(3n^3 + 29n^2 + 49n + 24)/3)^{1/4}.
\]

In Proposition 2.2 below we identify a more precise subclass of the polynomials in \( \mathcal{L}P_n \), related to the products of Barker polynomials. We note that this is just a restatement of the theorem of Turyn and Storer [15], [18]. The proof is also given in [3].
Proposition 2.2. Suppose that \( p(z) \in \mathcal{L}_n \) is a Barker polynomial of odd degree \( n \). Then \( n = 4m^2 - 1 \) for some \( m \in \mathbb{Z} \) and the coefficients \( c_k \) of the polynomial \( P(z) = p(z)p(1/z) \in \mathcal{LP}_n \) in the formula (1.1) satisfy \( c_{n+1-k} = -c_k \) for \( 1 \leq k \leq n \), so that \( P(z) \) can be written as
\[
P(z) = (n + 1) + T(z) + T(1/z),
\]
where the polynomial
\[
T(z) := c_n z^n + \cdots + c_k z^{k-1} + \cdots + c_1 z
\]
is negative reciprocal: \( z^{n+1}T(1/z) = -T(z) \).

The result of Theorem 4.1 in the paper [3] is that the hypothetical Barker polynomials \( p(z) \) of degree \( n \) have Mahler measures \( M(p) > \sqrt{n+1} - 1 \) for \( n \) large enough. On the other hand, it is known that \( M(p) < ||p||_1 < \sqrt{n+0.91} \) holds for all Littlewood polynomials of degree \( n \), by Theorem 5.2 of [3], which was proven by refining the estimate of Newman. Therefore one possible approach for solving the nonexistence problem of Barker would be to show that the Mahler measure of any Barker polynomial would be too large to satisfy an upper bound, which we speculate is likely. However, completely new methods are needed to improve the earlier estimates, an observation made by Newman himself [10]. In search of a new approach, we give the next result on the uniform lower bound for the Mahler measures of polynomials in \( \mathcal{LP}_n \).

Theorem 2.3. Suppose that \( P \in \mathcal{LP}_n \). Then we have
\[
M(P) > \frac{n + 1}{2}.
\]
The constant \( 1/2 \) in Theorem 2.3 does not seem to be optimal, and we hope to refine it in subsequent attempts. We conjecture that:

Conjecture 2.4. Among all the polynomials \( P \in \mathcal{LP}_n \) the polynomials \( R_n(z) \) and \( R_n(-z) \) have minimal Mahler measures:
\[
\min_{P \in \mathcal{LP}_n} M(P) = M(R_n).
\]
We have verified Conjecture 2.4 computationally up to degree \( n = 39 \).

Conjecture 2.5. The Mahler measures of polynomials \( R_n(z) \) satisfy
\[
M(R_n) = n - 1 + \delta_n,
\]
where the error term \( \delta_n < 0.725 \) for all \( n \) sufficiently large and the sequence \( \delta_n \) is slowly decreasing. It seems that \( \delta_n \) is bounded from below, probably \( \delta_n > 0 \). If this is true, then the monotone convergence theorem implies the existence of the limit \( \lim_{n \to \infty} (M(R_n) - (n - 1)) \).

This second conjecture has been verified for polynomials \( R_n \) of degree \( n < 250 \). If proven, these conjectures would lead to the nontrivial improvement of Theorem 4.1 of [3]: if \( p(z) \) is a Barker polynomial, then \( M(p)^2 = M(p(z)p(1/z)) \) for \( p(z)p(1/z) \in \mathcal{LP}_n \) implies \( M(p) > \sqrt{n+1} \) for \( n \) sufficiently large. Note that the trivial upper bound \( M(P) < ||P||_1 = n + 1 \) for all \( P \in \mathcal{LP}_n \) follows from the monotonicity of \( L \)-norms and Proposition 2.1. We remark that the computation of the exact values of the Mahler measure of polynomials is quite difficult; see, for instance, a survey by C. Smyth [14]. As a first step towards Conjecture 2.4 we prove the inequality for the Mahler measures of polynomials \( R_n \):
**Theorem 2.6.** For the polynomials $R_n(z)$ defined above:

$$M(R_n) > n - \frac{2}{\pi} \log n + O(1),$$

as $n \to \infty$.

We would like to conclude this section with a conjecture on the reducibility of polynomials in the class $\mathcal{LP}_n$, which, combined with Proposition 2.2, implies the nonexistence of Barker polynomials of odd degree $n \geq 5$. This conjecture has been verified computationally for $n < 75$. An analogous conjecture for Barker polynomials in the even degree case was introduced in [2].

**Conjecture 2.7.** For each $n \geq 5$, the subset of polynomials $P \in \mathcal{LP}_n$ with coefficients $c_{n+1-k} = -c_k$ for $1 \leq k \leq n$ in (1.1) contains only two elements which are reducible in $\mathbb{Z}[z,1/z]$ (up to the factor of the form $\pm z^m$, $m \in \mathbb{Z}$). These elements are $P(z) = R_n(z)$ and $P(z) = R_n(-z)$ defined by (2.2). The polynomial $R_n(z)$ factors into $(z-1)(1-1/z)Q(z)$, where $Q \in \mathbb{Z}[z,1/z]$ is irreducible.

### 3. Lemmas

For the proofs of Theorems 2.3 and 2.6 we need the following results.

**Lemma 3.1.** Let $k \in \mathbb{Z}$. Then we have

$$\frac{1}{2\pi} \int_0^{2\pi} \log \left( 4 \cos^2(kt/2) \right) dt = 0$$

and

$$\frac{1}{2\pi} \int_0^{2\pi} \log \left( 4 \sin^2(kt/2) \right) dt = 0.$$

**Proof.** Consider $f(z) = (z^k+1)^2$. Then $|f(e^{ikt})| = |e^{ikt}+1|^2 = |e^{ikt/2}+e^{-ikt/2}|^2 = 4 \cos^2(kt/2)$. By (2.1), the first integral is just $\log M((z^k+1)^2) = 0$. Similarly, the second integral is $\log M((z^k-1)^2) = 0$. \hfill \Box

**Lemma 3.2.** Let $a$, $b$, $x$ and $\alpha$ be real numbers. Suppose $a + b \cos \alpha \geq 0$. Then we have

$$a \sin x + b \sin (x + \alpha) = c \sin (x + \beta),$$

where

$$c = \sqrt{a^2 + b^2 + 2ab \cos \alpha}$$

and

$$\beta = \tan^{-1} \left( \frac{b \sin \alpha}{a + b \cos \alpha} \right).$$

The proof is straightforward and is omitted.

**Lemma 3.3.** Let $n \in \mathbb{N}$ be odd and $I(a) := [a - 1/n, a + 1/n] \subseteq \mathbb{R}$ for $a \in \mathbb{R}$. Then the function

$$h(t) := (n+1) \sin t + \sin (n+1)t$$

satisfies the following:

$$\log |h(t)| = \begin{cases} 
\log n + \log |t| + O(1), & \text{if } t \in I(0), \\
\log n + O(1/n), & \text{if } t \in I(\pi/2) \cup I(3\pi/2), \\
3\log n + 3\log |t - \pi| + O(1), & \text{if } t \in I(\pi).
\end{cases}$$
Proof. Since \( h(t) \) is \( C^\infty(\mathbb{R}) \), so \( h(t) \) is well approximated by its Taylor expansion. Indeed, if we let \( N := n + 1 \), then the derivatives of \( h(t) \) are

\[
    h^{(k)}(t) = \begin{cases} 
        (-1)^{k/2} (N \sin t + N^k \sin Nt) & \text{if } k \equiv 0 \pmod{2}, \\
        (-1)^{(k-1)/2} (N \cos t + N^k \cos Nt) & \text{if } k \equiv 1 \pmod{2}. 
    \end{cases}
\]

We also observe that \( N \) is even and \( \log N = \log n + O(1/n) \).

We now suppose \( t \in I(a) \).

Suppose first that \( a = \pi/2 \) or \( a = 3\pi/2 \). Then we have \( h(a) = \pm N, \ |h'(t)| \leq 2N, \ |t - a| \leq 1/n \) and the Taylor expansion of \( h(t) \) about \( a \) is

\[
    h(t) = \pm N + h'(\theta)(t - a)
\]

for some \( \theta \in I(a) \). It follows that

\[
    \log |h(t)| = \log N + \log \left( 1 + \frac{h'(\theta)(t - a)}{N} \right) = \log n + O(1/n).
\]

For \( a = 0 \), we have \( h(0) = h''(0) = 0, \ h'(0) = 2N \) and \( |h'''(t)| < 2N^3 \). Hence we have

\[
    h(t) = 2Nt + \frac{h'''(t)t^3}{6} = 2Nt \left( 1 + \frac{h'''(t)t^2}{12N} \right)
\]

for some \( \theta \in I(0) \). Now since

\[
    \left| \frac{h'''(t)t^2}{12N} \right| < \frac{1}{6} \left( \frac{N}{n} \right)^2 = \frac{1}{6} \left( 1 + \frac{1}{n} \right)^2 \leq \frac{2}{3},
\]

so

\[
    \frac{1}{3} < 1 - \left| \frac{h'''(t)t^2}{12N} \right| \leq \left| 1 + \frac{h'''(t)t^2}{12N} \right| \leq 1 + \left| \frac{h'''(t)t^2}{12N} \right| < \frac{5}{3}.
\]

Hence

\[
    \log |h(t)| = \log N + \log |t| + O(1).
\]

Finally, for \( a = \pi \), we have \( h(a) = h'(a) = h''(a) = h'''(a) = 0, \ h''(t) = N - N^3 \) and \( |h^{(5)}(t)| < 2N^5 \). Hence we get

\[
    h(t) = \frac{N - N^3}{3!} (t - \pi)^3 + \frac{h^{(5)}(\theta)(t - \pi)^5}{5!} = \frac{N - N^3}{6} (t - \pi)^3 \left( 1 + \frac{h^{(5)}(\theta)(t - \pi)^2}{20(N - N^3)} \right)
\]

for some \( \theta \in I(\pi) \). Now since

\[
    \left| \frac{h^{(5)}(\theta)(t - \pi)^2}{20(N - N^3)} \right| < \frac{N^5}{10(N^3 - N)n^2} = \frac{1}{10} \left( \frac{(n + 1)^4}{n^3(n + 2)} \right) < \frac{1}{10} \left( 1 + \frac{1}{n} \right)^3 \leq \frac{4}{5},
\]

so

\[
    \frac{1}{5} < 1 + \left| \frac{h^{(5)}(\theta)(t - \pi)^2}{20(N - N^3)} \right| < \frac{9}{5}.
\]

Hence

\[
    \log |h(t)| = \log(N^3 - N) + \log |t - \pi|^3 + O(1) = 3 \log n + 3 \log |t - \pi| + O(1).
\]

This completes the proof. \( \square \)
Lemma 3.4. Let $n \geq 2$. If $a \in \{0, \pi\}$, then we have
\[
\int_{a-2/n}^{a+2/n} \log |t| dt = -\frac{4}{n} \log n + O\left(\frac{1}{n}\right)
\]
and
\[
\int_{a-1/n}^{a+1/n} \log |\sin(t + \beta(n,t))| dt = -\frac{2}{n} \log n + O\left(\frac{1}{n}\right),
\]
where
\[
\beta(n,t) = \tan^{-1}\left(\frac{\sin(nt)}{n + 1 + \cos(nt)}\right).
\]
If $a \in \{\pi/2, 3\pi/2\}$, then we have
\[
\int_{a-2/n}^{a+2/n} \log |\sin(t)| dt \ll \frac{1}{n} \quad \text{and} \quad \int_{a-1/n}^{a+1/n} \log |\sin(t + \beta(n,t))| dt \ll \frac{1}{n^2}.
\]

Proof. If $a = \frac{\pi}{2}$ or $a = \frac{3\pi}{2}$, then $0 < \sin\left(\frac{\pi}{2} - 1\right) \leq |\sin(t)| \leq 1$ in the interval $[a-2/n, a+2/n]$. Hence
\[
\left| \int_{a-2/n}^{a+2/n} \log |\sin(t)| dt \right| \leq \left(\frac{4}{n}\right) \log \sin\left(\frac{\pi}{2} - 1\right) \ll \frac{1}{n}.
\]
If $a = 0$ or $a = \pi$, then we write
\[
\log |\sin(t)| = \log \left|\frac{\sin(t-a)}{t-a}\right| + \log |t-a|.
\]
Note that the function $|\sin(t-a)/(t-a)|$ is continuous and strictly positive in $[a-2/n, a+2/n]$. Hence
\[
\int_{a-2/n}^{a+2/n} \log \left|\frac{\sin(t-a)}{t-a}\right| dt \ll \frac{1}{n}.
\]
On the other hand,
\[
\int_{a-2/n}^{a+2/n} \log |t-a| dt = \frac{4}{n} \left(\log \frac{2}{n} - 1\right) = -\frac{4}{n} \log n + O\left(\frac{1}{n}\right)
\]
and hence
\[
\int_{a-2/n}^{a+2/n} \log |\sin(t)| dt = -\frac{4}{n} \log n + O\left(\frac{1}{n}\right).
\]
From Lemma 3.2 with $a = n+1, b = 1, x = t$ and $\alpha = nt$, we have
\[
\sin(t + \beta(n,t)) = \frac{(n+1) \sin t + \sin(n+1)t}{c(n,t)},
\]
where $c(n,t) = \sqrt{(n+1)^2 + 1 + 2(n+1) \cos(nt)}$. Let $h(t) = (n+1) \sin t + \sin(n+1)t$.
By Lemma 3.3 if $a = \pi/2$ or $3\pi/2$, then $\log |h(t)| = \log n + O(1/n)$ for all $t \in [a-1/n, a+1/n]$. Hence
\[
\int_{a-1/n}^{a+1/n} \log |h(t)| dt = \frac{2}{n} \log n + O(1/n^2).
\]
In addition, $\log c(n,t) = \log n + O(1/n)$. Hence
\[
\int_{a-1/n}^{a+1/n} \log |\sin(t + \beta(n,t))| dt \ll \frac{1}{n^2}.
\]
Hence
\[
\int_{a-1/n}^{a+1/n} \log |h(t)| \, dt = \frac{2 \log n}{n} + \int_{-1/n}^{1/n} \log |t| \, dt + O(1/n) = O(1/n).
\]

If \( a = \pi \), then \( \log |h(t)| = 3 \log n + 3 \log |t - \pi| + O(1) \) for all \( t \in [a - 1/n, a + 1/n] \) and hence
\[
\int_{a-1/n}^{a+1/n} \log |h(t)| \, dt = \frac{6 \log n}{n} + 3 \int_{\pi-1/n}^{\pi+1/n} \log |t - \pi| \, dt + O(1/n) = O(1/n).
\]

Hence
\[
\int_{a-1/n}^{a+1/n} \log |\sin (t + \beta(n,t))| \, dt = -\frac{2}{n} \log n + O\left(\frac{1}{n}\right). \quad \square
\]

4. PROOFS OF THE PROPOSITIONS AND THEOREMS

Proof of Proposition 2.1 Let \( P \in \mathcal{L}P_n \). Then
\[
P(z) = (n + 1) + \sum_{k=-n, \, k \text{ odd}}^{n} c_k z^k = (n + 1) + \sum_{k=1, \, k \text{ odd}}^{n} c_k (z^k + z^{-k}).
\]

For \( z = e^{it}, \, t \in [0, 2\pi) \),
\[
P(e^{it}) = (n + 1) + \sum_{k=1, \, k \text{ odd}}^{n} c_k (e^{ikt} + e^{-ikt})
\]
\[
= (n + 1) + \sum_{k=1, \, k \text{ odd}}^{n} 2c_k \cos kt \geq (n + 1) - (n + 1) = 0,
\]

since \( n \) is odd and \( c_k = \pm 1 \). The equality is possible if and only if all \( c_k \cos(kt) = -1 \).

In particular, for \( k = 1, \cos t = 1 \) or \( \cos t = -1 \). In the first case, \( t = 0 \); hence all the coefficients \( c_k = -1 \). In the second case \( t = \pi \) and all \( c_k = 1 \). This proves that \( P(e^{it}) \geq 0 \) for all \( P \in \mathcal{L}P_n \) and \( P(e^{it}) = 0 \) only if \( P(z) = R_n(\pm z) \). Thus for any \( P \in \mathcal{L}P_n \),
\[
\|P\|_1 = \frac{1}{2\pi} \int_{0}^{2\pi} |P(e^{it})| \, dt
\]
\[
= \frac{1}{2\pi} \int_{0}^{2\pi} P(e^{it}) \, dt = (n + 1) + \sum_{k=1, \, k \text{ odd}}^{n} \frac{2c_k}{2\pi} \int_{0}^{2\pi} \cos ktdt = (n + 1).
\]

By Parseval’s formula,
\[
\|P\|_2^2 = (n + 1)^2 + \sum_{k=1, \, k \text{ odd}}^{n} 2c_k^2 = (n + 1)^2 + (n + 1).
\]

It remains to compute the \( L_4 \)-norm. By Parseval’s formula, \( \|P\|_4^2 \) is equal to the sum of squares of coefficients of the polynomial \( P^2 \). Clearly, if all \( c_k = 1 \), then all
the coefficients of $P^2$ are positive and achieve maximal values. Thus the maximal $L_4$-norm is achieved by the polynomial $R_n$. By direct calculation,

$$R_n(z)^2 = \left( (n+1) + \sum_{k=-n, k \text{ odd}}^{n} z^k \right)^2$$

$$= (n+1)^2 + 2(n+1) \sum_{k=-n, k \text{ odd}}^{n} z^k \left( \sum_{k=-n, k \text{ odd}}^{n} z^k \right)^2$$

$$= (n+1)^2 + 2(n+1) \sum_{k=-n, \text{ odd}}^{n} z^k + 2 \sum_{m=-2n}^{2n} \left( \sum_{k_1+k_2=m, k_1, k_2 \text{ odd}}^{n} z^k \right) z^m$$

$$= \sum_{m=-2n}^{2n} d_m z^m,$$

where

$$d_m := \begin{cases} 2(n+1) & \text{if } m \text{ is odd and } |m| \leq n, \\ 0 & \text{if } m \text{ is odd and } |m| > n, \\ (n+1)(n+2) & \text{if } m = 0, \\ n+1 - \frac{|m|}{2} & \text{if } m \text{ is even and } 0 < |m| \leq 2n. \end{cases}$$

Therefore,

$$\|R_n(z)\|_4^4 = \sum_{m=-2n}^{2n} d_m^2$$

$$= ((n+1)(n+2))^2 + (n+1)(2(n+1))^2 + 2 \sum_{m=1}^{n} (n+1-m)^2$$

$$= \frac{1}{3} (n+1) \left( 3n^3 + 29n^2 + 49n + 24 \right). \quad \square$$

**Proof of Theorem 2.3.** As in the proof of Proposition 2.1, for $z = e^{it}$, $t \in [0, 2\pi)$,

$$P(e^{it}) = \sum_{k=1, k \text{ odd}}^{n} 2(1 + c_k \cos kt).$$

Now, let $A$ be the set of indices $k$ for which $c_k = 1$ and $B$ the set of indices $k$ for which $c_k = -1$. Then

$$1 + c_k \cos kt = \begin{cases} 1 + \cos kt & \text{if } k \in A, \\ 1 - \cos kt & \text{if } k \in B, \end{cases}$$

$$= \begin{cases} 2 \cos^2(kt/2) & \text{if } k \in A, \\ 2 \sin^2(kt/2) & \text{if } k \in B. \end{cases}$$

Then

$$P(e^{it}) = \sum_{k \in A} 4 \cos^2(kt/2) + \sum_{k \in B} 4 \sin^2(kt/2).$$
Since every summand on the right-hand side of this identity is nonnegative, in view of the AM-GM inequality, we obtain

\[ P(e^{it}) \geq \frac{n+1}{2} \left( \prod_{k \in A} 4 \cos^2(kt/2) \prod_{k \in B} 4 \sin^2(kt/2) \right)^{\frac{2}{n+1}}. \]

Note that there may be at most finitely many points \( t \in [0, 2\pi] \), where the expressions on both sides of the last inequality vanish. For all the other \( t \), we can take the logarithm of both sides and get

\[ \log |P(e^{it})| \geq \log \frac{n+1}{2} + \frac{2}{n+1} \left( \sum_{k \in A} \log 4 \cos^2(kt/2) + \sum_{k \in B} \log 4 \sin^2(kt/2) \right). \]

The summands on both sides now are integrable for \( t \in [0, 2\pi] \). By Lemma 3.1, the integrals of \( \log 4 \cos^2(kt/2) \) and \( \log 4 \sin^2(kt/2) \) vanish. Thus we have

\[ \log M(P) > \log \frac{n+1}{2} \]

by (2.1). Observe that the inequality must be strict, since the AM-GM equality cannot hold to a finite number of points \( e^{it} \). This completes the proof. \( \Box \)

**Proof of Theorem 2.6.** It suffices to consider the “+” case in \( R_n \), since the “−” case is \( R_n(-z) \). We may also assume \( n \geq 3 \). Let \( z := e^{it} \). Then

\[
R_n(z) = (n + 1) + \sum_{k=-n, k \text{ odd}}^{n} z^k = (n + 1) + \frac{z^{n+1} - z(n+1)}{z - z} = (n + 1) \sin t + \sin (n+1)t.
\]

Now using Lemma 3.2 with \( a = n + 1, b = 1, x = t \) and \( \alpha = nt \), we have

\[ R_n(e^{it}) = c(n, t) \frac{\sin (t + \beta(n, t))}{\sin t} \]

with

\[ c(n, t) = \sqrt{(n+1)^2 + 1 + 2(n+1) \cos(nt)}, \quad \beta(t) = \tan^{-1} \left( \frac{\sin (nt)}{n + 1 + \cos (nt)} \right), \]

since \( a + b \cos \alpha = (n+1) + \cos nt \geq n > 0 \). Observe that

\[ n \leq c(n, t) \leq n + 2 \]

and

\[ |\beta(t)| \leq \tan^{-1} \left( \frac{1}{n} \right) < \frac{1}{n} \]

The last inequality follows from \( \tan^{-1} |t| \leq |t| \) for all \( t \in \mathbb{R} \). By Jensen’s formula, we have

\[ 2\pi \log M(R_n) - \int_0^{2\pi} \log c(n, t) dt = \int_0^{2\pi} \left( \log |R_n(e^{it})| - \log c(n, t) \right) dt \]

\[ = \int_0^{2\pi} \log |\sin (t + \beta(n, t))| - \log |\sin t| dt. \]
We now estimate the integral of \( \log | \sin (t + \beta(n, t))| \) by using Lemma 3.4. Let

\[
I = \int_0^{2\pi} \log | \sin (t + \beta(n, t))| \, dt = \int_{-1/n}^{2\pi-1/n} \log | \sin (t + \beta(n, t))| \, dt
\]

because the integral is periodic with period \( 2\pi \). We now write

\[
(4.4) \quad I = \int_{I(0) \cup I(\pi/2) \cup I(\pi) \cup I(3\pi/2)} \log | \sin (t + \beta(n, t))| \, dt + \int_J \log | \sin (t + \beta(n, t))| \, dt,
\]

where \( I(a) = [a - 1/n, a + 1/n] \) as in Lemma 3.3 and \( J \) is the complement of the disjoint union \( I(0) \cup I(\pi/2) \cup I(\pi) \cup I(3\pi/2) \) in \([-1/n, 2\pi - 1/n]\).

In view of Lemma 3.4, we first have

\[
(4.5) \quad \int_{I(0) \cup I(\pi/2) \cup I(\pi) \cup I(3\pi/2)} \log | \sin (t + \beta(n, t))| \, dt = - \frac{4}{n} \log n + O \left( \frac{1}{n} \right).
\]

Since the function \( | \sin t| \) is increasing for \( t \in [0, \pi/2] \) and \( t \in [\pi, 3\pi/2] \), we find

\[
\int_{J \cap ([0, \pi/2] \cup [\pi, 3\pi/2])} \log | \sin (t + \beta(n, t))| \, dt \geq \int_{J \cap ([0, \pi/2] \cup [\pi, 3\pi/2])} \log | \sin (t - 1/n)| \, dt = \left( \int_0^{\pi/2-2/n} + \int_\pi^{3\pi/2-2/n} \right) \log | \sin t| \, dt.
\]

Similarly, since the function \( | \sin t| \) is decreasing in intervals \([\pi/2, \pi]\) and \([3\pi/2, 2\pi]\), we find

\[
\int_{J \cap ([\pi/2, \pi] \cup [3\pi/2, 2\pi])} \log | \sin (t + \beta(n, t))| \, dt \geq \int_{J \cap ([\pi/2, \pi] \cup [3\pi/2, 2\pi])} \log | \sin (t + 1/n)| \, dt = \left( \int_{\pi/2+2/n}^{\pi/2-2/n} + \int_{3\pi/2+2/n}^{3\pi/2-2/n} \right) \log | \sin t| \, dt.
\]

Therefore, we have

\[
(4.6) \quad \int_J \log | \sin (t + \beta(n, t))| \, dt \geq \int_0^{2\pi} \log | \sin t| \, dt - \left( \int_{\pi/2-2/n}^{\pi/2+2/n} + \int_{3\pi/2-2/n}^{3\pi/2+2/n} \right) \log | \sin t| \, dt = \int_0^{2\pi} \log | \sin t| \, dt + O \left( \frac{1}{n} \right).
\]

by Lemma 3.4. In view of (4.4), (4.5) and (4.6), we have

\[
\int_0^{2\pi} \log | \sin (t + \beta(n, t))| \, dt \geq \int_0^{2\pi} \log | \sin t| \, dt - \frac{4}{n} \log n + O \left( \frac{1}{n} \right).
\]

Hence from (4.3),

\[
2\pi \log M(R_n) > \int_0^{2\pi} \log c(n, t) \, dt - \frac{4}{n} \log n + O \left( \frac{1}{n} \right).
\]
Finally, since
\[ c(n, t) = \sqrt{(n+1)^2 + 1 + (2n+1) \cos t} = n \sqrt{1 + O(1/n)}, \]
so \( \log c(n, t) = \log n + O(1/n) \). Hence
\[ \log M(R_n) > \log n - \frac{2}{n\pi} \log n + O\left(\frac{1}{n}\right). \]
Applying the exponent on both sides of the above inequality and using \( e^{-t} > 1 - t \) for \( t > 0 \) one obtains
\[ M(R_n) > n \left(1 - \frac{2}{n\pi} \log n + O\left(\frac{1}{n}\right)\right) = n - \frac{2}{\pi} \log n + O(1), \]
as claimed. \( \square \)
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