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1. Introduction

We are given a real interval $I = [0, T]$ $(T > 0)$ and consider the initial value problem of the form

$$(\text{IDI}) \quad 0 \in G(t, u(t), \dot{u}(t)), \text{ a.e. on } I, \ u(0) = x_0,$$

where $G$ is a set-valued mapping defined from $I \times \mathbb{R}^n \times \mathbb{R}^n$ to $\mathbb{R}^n$. This type of problem is called Implicit Differential Inclusions (IDI). Taking $F$, a single-valued mapping, we obtain the well known implicit differential equations. There are many works that deal in the theory of implicit differential inclusions (see for instance [11, 21]). In the two last decades more attention has been given to the set-valued case with some particular forms of $G$. Let us state some of them in chronological order.

In [4], the authors proved the existence of solutions for (IDI) with $G(t, x, y) = -f(t, x, y) + F(t, x)$, where $f$ is a continuous single-valued mapping and $F$ is upper semi-continuous with closed convex images in $\mathbb{R}^n$. Their idea is to rewrite (IDI) in an equivalent way as an explicit differential inclusion (DI) and then they use the existence results for (DI) to get solutions for the corresponding (IDI). Using the same ideas, Wenzel studied in [29] the case when $G$ has the form $G(t, x, y) = M(y) + C(x)$, where $C$ and $M$ are two maximal monotone operators with images in $\mathbb{R}^n$. Later on, Ding extends in [30] the existence result of [29] from the case in which $C$ is a maximal monotone operator to the case where $C$ is an u.s.c. set-valued mapping with compact convex values. The proof in [30] is based on an approximation approach. Recently, Kuttler in [19] studied in the case of separable reflexive Banach spaces $X$ the problem (IDI) with $G(t, u(t), \dot{u}(t)) = -f(t) + A(t, u(t)) + (B(t)u(t))$, where $A$ is monotone, $B$ is linear with some additional assumptions on $A, B$, and $f$. Two other types of (IDI) have been the subject of two papers by Manchanda and Siddiqi [22, 27] in the case where $X = H$ is a Hilbert space. These two types
correspond to the form $G(t, x, y) = x + F(t, y)$ and $G(t, x, y) = y + F(t, y)$, where $F(t, y)$ has the special form $F(t, y) = N(C(t), y)$ which denotes the normal cone at $y \in C(t)$ to some closed convex moving set $C(t) \subset H$. The proofs for these two last forms are completely different from the previous ones. They are based on the construction of sequences of mappings using the projection operator. It uses some different techniques and concepts which have been used to solve a particular type of differential inclusion, called sweeping processes (for more details on these problems and their applications, we refer the reader to [5, 6, 7, 22, 27]). The case $G(t, y) = x + N(C(t), y)$ has been extended by the author in [11] from the convex case of $C(t)$ to the nonconvex case in Hilbert spaces.

The aim of the present paper is to continue the study of the existence of solutions for (IDI) when $G$ has the general form $G(t, x, y) = N(C(t), y) + F(t, x) + y$ and when the space $X$ is a separable reflexive Banach space. The paper is organized as follows. Section 2 contains some definitions, notations, and important results needed in the paper. In Section 3, we state and prove our main results.

2. Preliminaries

In the sequel, $X$ is a Banach space with topological dual space $X^*$. We denote by $d_S$ the usual distance function to $S$, i.e., $d_S(x) := \inf_{u \in S} \|x - u\|$. We need first to recall some notation and definitions needed in the paper. Let $S$ be a nonempty closed convex set of $X$ and let $\bar{x}$ be a point in $S$. The convex normal cone of $S$ at $\bar{x}$ is defined by (see for instance [13])

\[
N(S; \bar{x}) = \{ \varphi \in X^* : \langle \varphi, x - \bar{x} \rangle \leq 0 \text{ for all } x \in S \}.
\]

It is well known (see for example [14]) that $N(S; \bar{x})$, the normal cone of a closed convex set $S$ at $\bar{x} \in S$, can be defined, when $X$ is Hilbert, in terms of the projection operator $P_S$ as follows:

\[
N(S; \bar{x}) = \{ \xi \in X^* : \exists \alpha > 0 \text{ so that } \bar{x} \in P_S(\bar{x} + \alpha \xi) \}.
\]

A Banach space $(X, \| \cdot \|)$ is said to be smooth provided the limit

\[
\lim_{t \to 0} \frac{\|x + ty\| - \|x\|}{t}
\]

exists for each $x, y \in X$ satisfying $\|x\| = \|y\| = 1$. In this case, the norm of $X$ is said to be Gâteaux differentiable. The normalized duality mapping $J : X \rightrightarrows X^*$ is defined by

\[
J(x) = \{ j(x) \in X^* : \langle j(x), x \rangle = \| j(x) \| \|x\| = \|x\|^2 = \| j(x) \|^2 \}.
\]

Many properties of the normalized duality mapping $J$ have been studied. For the details, one may see the books [1 28 31].

Let $V : X^* \times X \to \mathbb{R}$ be defined by

\[
V(\varphi, x) = \| \varphi \|^2 - 2\langle \varphi, x \rangle + \|x\|^2, \text{ for any } \varphi \in X^* \text{ and } x \in X.
\]

We list some important properties of $V$ needed in our proofs when $X$ is a reflexive smooth Banach space:

i) $V(\varphi, x) \geq 0, \forall x \in X, \forall \varphi \in X^*$;

ii) $\|\varphi\|^2 - \|x\|^2 \leq V(\varphi, x) \leq (\|\varphi\| + \|x\|)^2, \forall x \in X, \forall \varphi \in X^*$;

iii) $V(J(x), x) = 0, \forall x \in X$. 
Based on the functional $V$, a set $\pi_S(\varphi)$ of generalized projections of $\varphi \in X^*$ onto $S$ is defined as follows (see [2, 3]).

**Definition 2.1.** Let $S$ be a nonempty subset of $X$ and $\varphi \in X^*$. If there exists a point $\bar{x} \in S$ satisfying

$$V(\varphi, \bar{x}) = \inf_{x \in S} V(\varphi, x),$$

then $\bar{x}$ is called a generalized projection of $\varphi$ onto $S$. The set of all such points is denoted by $\pi_S(\varphi)$. When the space $X$ is not reflexive, $\pi_S(\varphi)$ may be empty for some elements $\varphi \in X^*$ even when $S$ is closed and convex (see Example 1.4. in [20]).

The following theorem summarizes some important properties of the set $\pi_S(\varphi)$ needed in our proofs. For the proof of these results we refer the reader to [1, 2, 3].

**Theorem 2.1.** Let $X$ be a reflexive Banach space with dual space $X^*$ and let $S$ be a nonempty, closed and convex subset of $X$. The following properties hold:

$(\pi_1)$ $\pi_S(\varphi) \neq \emptyset$, for any $\varphi \in X^*$;

$(\pi_2)$ If $X$ is also smooth, then for any given $\varphi \in X^*$, $\bar{x} \in \pi_S(\varphi)$ if and only if $(\varphi - J(\bar{x}), x - \bar{x}) \leq 0$ for all $x \in S$;

$(\pi_3)$ $\pi_S(\varphi)$ is singleton for all $\varphi \in X^*$ if and only if $X$ is strictly convex.

We have seen that if $X$ is a reflexive smooth Banach space, $J$ is a single valued mapping from $X$ onto $X^*$. Then Theorem 3.1 in [26] ensures the following result.

**Theorem 2.2.** For a nonempty closed convex subset $S$ of a reflexive smooth Banach space $X$ and $u \in S$, the following assertions are equivalent:

i) $\bar{x} \in S$ is a projection of $u$ onto $S$, that is $\bar{x} \in P_S(u)$;

ii) $(J(u - \bar{x}), x - \bar{x}) \leq 0$ for all $x \in S$;

iii) $J(u - \bar{x}) \in N(S; \bar{x})$.

We will use the following theorem, which establishes a new characterization of the normal cone for closed convex sets in reflexive smooth Banach spaces in terms of the generalized projection $\pi_S$. For its proof we refer the reader to [9].

**Theorem 2.3.** Let $X$ be a reflexive smooth Banach space, let $S$ be a nonempty closed convex subset of $X$, and let $\bar{x} \in S$. The following assertions are equivalent:

i) $x^* \in N(S, \bar{x})$;

ii) there exists $\alpha > 0$ such that $\bar{x} \in \pi_S(J(\bar{x}) + \alpha x^*)$.

We end this section with the following lemma needed in our proofs (for its proof we refer the reader, for instance, to [12]).

**Lemma 2.4.** Let $X$ be a reflexive Banach space and let $C : I \to X$ be a set-valued mapping with nonempty closed convex values. Then the functional $I : v \mapsto I(v) := \int_0^T \delta_{C(t)}(v(t))dt$ from $X^*$ to $\mathbb{R}$ is weak lower semi-continuous in the following sense: for any $v_n$ a sequence of mappings $v_n : I \to X^*$ such that $v_n \to v_*$ in the weak star topology of $L^\infty(I, X^*)$, we have

$$\int_0^T \delta_{C(t)}(v_*(t))dt \leq \liminf_n \int_0^T \delta_{C(t)}(v_n(t))dt.$$
We start this section by proving the following existence result of approximate solutions to an implicit variant of sweeping processes with a perturbation in any separable reflexive smooth Banach space.

**Theorem 3.1.** Let $X$ be a separable reflexive smooth Banach space, let $T > 0$, $I = [0, T]$, and $C : I \times X \to X$ be a set-valued mapping with closed convex values and let $F : I \times X \to X^*$ be a set-valued mapping with closed values satisfying
\[ F(t, x) \subset \beta B_x, \text{ for all } t \in I, x, y \in X \text{ with } \beta \geq 0. \tag{3.1} \]
Assume that for some positive number $R$ we have $d_{C(t)}(0) < R$ for all $t \in I$ (i.e., the distance of the origin to the values $C(t)$ is bounded by some positive number $R$). Then for any initial points $x_0 \in X$, there exist sequences of mappings $\theta_n : I \to I$, $\rho_n : I \to I$, $u_n : I \to X$ such that $\theta_n(t) \to t$, $\rho_n(t) \to t$, $\theta_n(t) \to t$, uniformly on $I$, and $\|u_n(t)\| \leq T(R + 2\beta) + \|x_0\|$, and $\|\dot{u}_n(t)\| \leq R + 2\beta$ a.e. on $I$, and the following differential inclusion holds for almost all $t$ in $I$:
\[ -J(\dot{u}_n(t)) \in N(C(\theta_n(t)); \dot{u}_n(t)) + F(\rho_n(t), u_n(\rho_n(t))), \]
with $u_n(0) = x_0$.

**Remark 3.1.** Before stating the proof of this theorem we give an example of a set-valued mapping $C$ satisfying the assumptions on $C$. Take $X = \mathbb{R}^2$, $C(t) = \mathbb{R}_+^2 + (t, 0)$. Clearly $C$ has closed convex cone values (so not necessarily bounded values) with Lipschitz ratio $\lambda = 1$, and the distance from $(0, 0)$ to the values of $C$ is bounded by $T$.

**Proof of Theorem 3.1.** Fix $n_0 \in \mathbb{N}$ such that $n_0 > T$. For every $n > n_0$, we put $\mu_n := T/n < 1$, and we consider the following partition of $I$:
\[ t_{n,i} := i\mu_n \text{ (for } 0 \leq i \leq n,) \text{ and } \]
\[ I_{n,i+1} := [t_{n,i}, t_{n,i+1}] \text{ (for } 0 \leq i \leq n - 1,) \text{ and } I_{n,0} := \{t_{n,0}\}. \]
For every $n > n_0$, we choose by induction
\[ u_{n,0} = x_0; \quad z_{n,0}^* \in F(t_{n,0}, x_0), \]
\[ u_{n,i+1} \in u_{n,i} + \mu_n \pi C(t_{n,i+1})(-z_{n,i}^*), \]
\[ z_{n,i}^* \in F(t_{n,i}, u_{n,i}). \]
This induction is well defined by using the assumption that $C(t)$ is nonempty, closed and convex for any $t \in I$ and Theorem 2.1. The sequences $\{u_{n,i}\}$ and $\{z_{n,i}^*\}$ are used to construct two sequences of mappings $u_n$ from $I$ to $X$ and $z_n^*$ from $I$ to $X^*$ by defining their restrictions to each interval $I_{n,i}$ as follows:
\[ \text{for } t = 0, \text{ set } z_n^*(t) := z_{n,0}^*, \text{ and } u_n(t) := u_{n,0}; \]
\[ \text{for all } t \in I_{n,i+1}(0 \leq i \leq n - 1), \text{ set } z_n^*(t) := z_{n,i}^*, \]
\[ \text{and } u_n(t) := u_{n,i} + \frac{(t - t_{n,i})}{\mu_n}(u_{n,i+1} - u_{n,i}). \]
It is clear by construction that $u_n(t_{n,i}) = u_{n,i}$ and
\[ \dot{u}_n(t) = \frac{u_{n,i+1} - u_{n,i}}{\mu_n} \in \pi C(t_{n,i+1})(-z_n^*(t)), \text{ for all } t \in ]t_{n,i}, t_{n,i+1}[. \]
Define now the functions $\theta_n$ and $\rho_n$ from $I$ to $I$ as follows: $\theta_n(t) = t_{n,i+1}$ and $\rho_n(t) = t_{n,i}$ for any $t \in I_{n,i+1}$. Clearly $\theta_n(t)$ and $\rho_n(t)$ converge to $t$ uniformly on $I$. Now, we put for any $n > n_0$, $w_{n,i+1} := \frac{\nu_{n,i+1} - \nu_{n,i}}{\mu_n}$, for any $0 \leq i \leq n - 1$.

**Claim 1.** Let us prove that the sequence of points $(w_{n,i})_i$ is bounded by a positive constant. First observe that the definition of the generalized projection stated in Section 2 and the properties of the functional $V$ entail

$$
\|w_{n,i}\| = \sqrt{V(0, w_{n,i})} \\
\leq \sqrt{V(-z_{n,i}^*, w_{n,i}) + \|z_{n,i}^*\|} \\
= \sqrt{\inf_{y \in C(t_{n,i+1})} V(-z_{n,i}^*, y) + \|z_{n,i}^*\|} \\
\leq \sqrt{\inf_{y \in C(t_{n,i+1})} (\|z_{n,i}^*\| + \|y\|)^2 + \|z_{n,i}^*\|} \\
= \sqrt{(\|z_{n,i}^*\| + \inf_{y \in C(t_{n,i+1})} \|y\|)^2 + \|z_{n,i}^*\|} \\
\leq \sqrt{(\|z_{n,i}^*\| + R)^2 + \|z_{n,i}^*\|} = R + 2\|z_{n,i}^*\|.
$$

By the boundedness of $F$ we have $\|z_{n,i}^*\| \leq \beta$, and so

$$
\|w_{n,i}\| \leq R + 2\beta.
$$

This ensures that the sequence $w_{n,i}$ is bounded. It follows from this claim and the construction of $u_n$ that

$$
\|u_n(t)\| \leq R + 2\beta, \text{ for any } t \in I \setminus \{t_{n,i}\},
$$

which ensures that

$$
\|u_n(t)\| \leq \|x_0\| + T(R + 2\beta).
$$

**Claim 2.** $t \mapsto u_n(t)$ are equi-Lipschitz. Let us prove now that the mappings $\{u_n\}$ are Lipschitz with ratio $\lambda = R + 2\beta$. Let $t, s \in I$. Then $t \in I_{n,i}$ and $s \in I_{n,j}$ for some $i$ and $j$ in $\{0, n - 1\}$ (without loss of generality we assume that $i \leq j$). Using our construction and Claim 1 we obtain

$$
\|u_n(t) - u_n(s)\| \leq \|u_n(t) - u_n(t_{n,j})\| + \sum_{k=i+1}^{j-1} \|u_n(t_{n,k+1}) - u_n(t_{n,k})\| \\
+ \|u_n(t_{n,i+1}) - u_n(s)\| \\
\leq (t - t_{n,j})\|w_{n,j+1}\| + \sum_{k=i+1}^{j-1} \|u_n(t_{n,k+1} - u_n(t_{n,k}))\| \\
+ (t_{n,i+1} - s)\|w_{n,i+1}\| \\
\leq (t - t_{n,j})\|w_{n,j+1}\| + \sum_{k=i+1}^{j-1} (t_{n,k+1} - t_{n,k})\|w_{n,k+1}\| \\
+ (t_{n,i+1} - s)\|w_{n,i+1}\| \\
\leq \lambda(t - t_{n,j}) + \sum_{k=i+1}^{j-1} \lambda(t_{n,k+1} - t_{n,k}) + \lambda(t_{n,i+1} - s) = \lambda(t - s).
$$
Interchanging the roles of $t$ and $s$ we get the Lipschitz continuity of $u_n$. To complete the proof we have to prove (3.2). Let $t \in [t_{n,i}, t_{n,i+1}]$. Then, by our construction we have

$$\dot{u}_n(t) \in \pi C((t_{n,i+1})^{-1}(-z_n^*)(t)) \text{ and } z_n^*(t) \in F(t_{n,i}, u_n(t_{n,i})).$$

Using Theorem 2.3 we obtain

(3.3) $$-J(\dot{u}_n(t)) \in N(C(t_{n,i+1}); \dot{u}_n(t)) + F(t_{n,i}, u_n(t_{n,i})), \forall t \in [t_{n,i}, t_{n,i+1}],$$

and hence

(3.4) $$-J(\dot{u}_n(t)) \in N(C(\theta_n(t)); \dot{u}_n(t)) + F(\rho_n(t), u_n(\rho_n(t))), \text{ a.e. on } I.$$ 

Thus the proof is complete. \hfill $\square$

Using the previous approximate result, we are going to prove an existence result for an implicit variant of sweeping processes with a perturbation in separable Hilbert spaces. Throughout the sequel we assume that $F$ is a completely continuous mapping from $I \times X$ to $X'$, that is, $\forall s_n \to s$ in $I$ and $\forall x_n \to x$ weakly in $X$, then we have $F(s_n, x_n) \to F(s, x)$ strongly in $X'$. By Proposition 7.6 in [17], every compact operator is completely continuous and the inverse is not true in general (see for instance [17]). As an example for completely continuous operators, we take $X := L_2([0, 1], \mathbb{R})$, $T := 1$, and define $F : I \times X \to X'$ by

$$(t, x) \mapsto F(t, x) \in L_2([0, 1], \mathbb{R}) : \tau \mapsto F(t, x)(\tau) = \int_0^1 K(\tau, s)|x(s) + ts|ds,$$

where $K \in L_2([0, 1] \times [0, 1], \mathbb{R})$. Using the ideas in [17] pp. 206–207 we can prove that $F$ is completely continuous whenever $K$ is continuous.

**Theorem 3.2.** Let $X = \mathbb{H}$ be a separable Hilbert space, and assume that $C$ and $F$ satisfy the assumptions in Theorem 3.1. Assume, in addition, that $F$ is a completely continuous mapping and $C$ is Hausdorff Lipschitz with ratio $k$; i.e., for any $t, t' \in I$

$$\mathcal{H}(C(t'); C(t)) \leq k|t' - t| \text{ for some constant } k > 0.$$

Here $\mathcal{H}$ denotes the Hausdorff distance relative to the norm associated with the space $X$ defined by

$$\mathcal{H}(A, B) := \max\{\sup_{a \in A} d_B(a), \sup_{b \in B} d_A(b)\}.$$ 

Then for any initial points $x_0 \in X$, there exists a Lipschitz continuous mapping $u : I \to H$ satisfying

(3.5) $$-\dot{u}(t) \in N(C(t); \dot{u}(t)) + F(t, u(t)), \text{ a.e. on } I,$$

with $u(0) = x_0$ and

(3.6) $$\|\dot{u}(t)\| \leq R + 2\beta \text{ a.e. on } I, \text{ and } \|u(t)\| \leq T(R + 2\beta) + \|x_0\| \text{ on } I.$$

**Proof.** We use the fact that in Hilbert spaces $J$ is the identity operator, and by Theorem 3.1 there exist sequences of mappings $\theta_n, \rho_n : I \to I$, $u_n : I \to X$ such that $\|u_n(t)\| \leq T(R + 2\beta) + \|x_0\|$ and $\|\dot{u}_n(t)\| \leq R + 2\beta$ and for almost all $t$ in $I$,

(3.7) $$-\dot{u}_n(t) \in N(C(\theta_n(t); \dot{u}_n(t))) + F(\rho_n(t), u_n(\rho_n(t))).$$

with $u_n(0) = x_0$. Using the fact that $L^\infty(I, H)$ is the dual space of the separable Banach space $L^1(I, H)$, we can extract a subsequence still denoted $\dot{u}_n$ which converges
to some \( v_* \) in the weak star topology in \( L^\infty(I,H) \). Then, for any \( \phi \in L^1(I,H) \), we have \( \langle \hat{u}_n - v_*, \phi \rangle_{L^\infty,L^1} \to 0 \), as \( n \to +\infty \), that is,

\[
\int_0^T [\hat{u}_n(s) - v_*(s)]ds \to 0, \forall \xi \in H.
\]

Let \( u(t) := x_0 + \int_0^t v_*(s)ds, \forall t \in I \). Then,

\[
\langle u_n(t) - u(t), \xi \rangle = \int_0^t [\hat{u}_n(s) - v_*(s)]ds, \forall \xi \in H;
\]

that is, \( u_n(t) \) weakly converges in \( H \) to \( u(t) \) for all \( t \in I \) and \( v_*(t) = \hat{u}(t) \) a.e. on \( I \).

The weak convergence of \( u_n(\rho_n(t)) \) to \( u(t) \) in \( H \), for all \( t \in I \), follows from the two following facts:

\[
\langle u_n(\rho_n(t)) - u(t), \xi \rangle = \langle u_n(\rho_n(t)) - u_n(t), \xi \rangle + \langle u_n(t) - u(t), \xi \rangle, \forall \xi \in H
\]

and

\[
|\langle u_n(\rho_n(t)) - u_n(t), \xi \rangle| = |\int_0^{\rho_n(t)} \hat{u}_n(s)ds, \xi| \leq \|\xi\|(R + 2\beta)|\rho_n(t) - t| \to 0, \forall \xi \in H.
\]

Let \( z^*_n \) be defined as in the proof of Theorem 3.1, so \( z^*_n(t) = F(\rho_n(t), u_n(\rho_n(t))) \).

Then the complete continuity of \( F \) ensures for all \( t \in I \), \( z^*_n(t) \to F(t, u(t)) \) strongly in \( X^* \). By our construction and the characterization of the normal cone for closed convex sets given in Theorem 2.2, we have

\[
(3.8) \quad \langle -\hat{u}_n(t) - z^*_n(t); w - \hat{u}_n(t) \rangle \leq 0, \quad \text{for all } w \in C(\theta_n(t)) \text{, a.e. on } I.
\]

Now let any \( t \in I \) for which \( 3.8 \) holds and let any \( v \in C(t) \). By the Hausdorff Lipschitz property of \( C \), we can write \( v \in C(\theta_n(t)) + k|t - \theta_n(t)|\mathbb{B} \). Hence, there exists \( w \in C(\theta_n(t)) \), such that \( \|w - v\| \leq k|t - \theta_n(t)| \). Therefore, by \( 3.8 \) we can write

\[
\langle -\hat{u}_n(t) - z^*_n(t); v - \hat{u}_n(t) \rangle
\]

\[
= \langle -\hat{u}_n(t) - z^*_n(t); w - \hat{u}_n(t) \rangle + \langle -\hat{u}_n(t) - z^*_n(t); v - w \rangle
\]

\[
\leq \|\hat{u}_n(t) + z^*_n(t)\|\|v - w\|
\]

\[
\leq \delta\|v - w\|
\]

\[
\leq \delta k\mu_n
\]

a.e. on \( I \), with \( \delta = R + 3\beta \), and so for a.e. \( t \in I \) we get

\[
(3.9) \quad \langle \hat{u}_n(t); v \rangle + z^*_n(t); \hat{u}_n(t) + \langle -\hat{u}_n(t) - z^*_n(t); v \rangle \leq \delta k\mu_n, \text{ for all } v \in C(t).
\]

Taking the supremum on \( v \) over \( C(t) \) and integrating over \( I \), we get

\[
(3.10) \quad \int_0^T \langle \hat{u}_n(t) + z^*_n(t); \hat{u}_n(t) \rangle + \delta C_{\theta_n(t)}(-\hat{u}_n(t) - z^*_n(t))dt \leq \delta kT\mu_n, \text{ for any } n.
\]

Let us prove that \( \hat{u}(t) \in C(t) \) a.e. on \( I \). Fix any \( \xi \in H \) and let \( t \in I \) such that \( \hat{u}(t) \) exists. Then

\[
\langle \xi; \hat{u}(t) \rangle = \langle \xi; \hat{u}(t) - \hat{u}_n(t) \rangle + \langle \xi; \hat{u}_n(t) \rangle
\]

\[
\leq \langle \xi; \hat{u}(t) - \hat{u}_n(t) \rangle + \delta C_{\theta_n(t)}(\xi).
\]
By integrating over any measurable set \( A \subset I \), we obtain
\[
\int_A \langle \xi; \dot{u}(t) \rangle dt = \int_A \langle \xi; \dot{u}(t) - \dot{u}_n(t) \rangle dt + \int_A \langle \xi; \dot{u}_n(t) \rangle dt \\
\leq \int_A \langle \xi; \dot{u}(t) - \dot{u}_n(t) \rangle dt + \int_A \delta^*_C(\theta_n(t))(\xi) dt.
\]
From the Hausdorff Lipschitz continuity of \( C \), we deduce easily
\[
\limsup_n \int_A \delta^*_C(\theta_n(t))(\xi) dt \leq \int_A \delta^*_C(t)(\xi) dt.
\]
Also, the weak convergence of \( \dot{u}_n \) to \( \dot{u} \) in \( L^\infty(I, H) \) entails
\[
\lim_n \int_A \langle \xi; \dot{u}(t) - \dot{u}_n(t) \rangle dt = 0.
\]
Hence, for any \( \xi \in H \) and any measurable set \( A \subset I \), we have
\[
\int_A \langle \xi; \dot{u}(t) \rangle dt \leq \limsup_n \left( \int_A \langle \xi; \dot{u}(t) - \dot{u}_n(t) \rangle dt + \int_A \delta^*_C(\theta_n(t))(\xi) dt \right) \leq \int_A \delta^*_C(t)(\xi) dt.
\]
Thus, it follows that \( \dot{u}(t) \in C(t) \) for a.e. \( t \in I \).

Using now the weak star convergence of \(-\dot{u}_n - z_n^*\) to \(-\dot{u} - z^*\) in \( L^\infty(I, H) \) and Lemma 2.4, we obtain
\[
(3.11) \quad \int_0^T \delta^*_C(t)(-\dot{u}(t) - z^*(t)) dt \leq \liminf_n \int_0^T \delta^*_C(t)(-\dot{u}_n(t) - z_n^*(t)) dt.
\]
Using the strong convergence of \( z_n^*(t) \) to \( z^*(t) := F(t, u(t)) \) for all \( t \in I \), we obtain
\[
\lim_n \int_0^T \langle z_n^*(t); \dot{u}_n(t) \rangle dt = \int_0^T \langle z^*(t); \dot{u}(t) \rangle dt.
\]
On the other hand we have by the weak star convergence of \( \dot{u}_n \) to \( \dot{u} \) in \( L^\infty(I, H) \)
\[
\int_0^T \langle \dot{u}(t); \dot{u}(t) \rangle dt \leq \liminf_n \int_0^T \langle \dot{u}_n(t); \dot{u}_n(t) \rangle dt,
\]
and hence the properties of the limit inferior and the previous relations ensure
\[
\int_0^T \langle \dot{u}(t) + z^*(t); \dot{u}(t) \rangle dt = \int_0^T \langle \dot{u}(t); \dot{u}(t) \rangle dt + \int_0^T \langle z^*(t); \dot{u}(t) \rangle dt \\
\leq \liminf_n \int_0^T \langle \dot{u}_n(t); \dot{u}_n(t) \rangle dt + \liminf_n \int_0^T \langle z_n^*(t); \dot{u}_n(t) \rangle dt \\
\leq \liminf_n \int_0^T \langle \dot{u}_n(t) + z_n^*(t); \dot{u}_n(t) \rangle dt.
\]
Combining this inequality with (3.10) and (3.11) we obtain
\[
\int_0^T \left[ \langle \dot{u}(t) + z^*(t); \dot{u}(t) \rangle + \delta^*_C(t)(-\dot{u}(t) - z^*(t)) \right] dt \\
\leq \liminf_n \int_0^T \left[ \langle \dot{u}_n(t) + z_n^*(t); \dot{u}_n(t) \rangle + \delta^*_C(t)(-\dot{u}_n(t) - z_n^*(t)) \right] dt \\
\leq \lim_n \delta k T \mu_n = 0,
\]
and so
\[\int_0^T \delta^*_C(t)(-\dot{u}(t) - z^*(t))dt \leq \int_0^T \langle -\dot{u}(t) - z^*(t); \dot{u}(t) \rangle dt.\]
Using the fact that \(\dot{u}(t) \in C(t)\) a.e. on \(I\), we obtain
\[\int_0^T \delta^*_C(t)(-\dot{u}(t) - z^*(t))dt = \int_0^T \langle -\dot{u}(t) - z^*(t); \dot{u}(t) \rangle dt,
\]
which ensures
\[\delta^*_C(t)(-\dot{u}(t) - z^*(t))dt = \langle -\dot{u}(t) - z^*(t); \dot{u}(t) \rangle, \text{ a.e. on } I,
\]
and so
\[\langle -\dot{u}(t) - z^*(t); \dot{u}(t) \rangle \geq \langle -\dot{u}(t) - z^*(t); v \rangle, \text{ for all } v \in C(t) \text{ and for a.e. on } I;
\]
that is,
\[\langle -\dot{u}(t) - z^*(t); v - \dot{u}(t) \rangle \leq 0 \text{ for all } v \in C(t) \text{ and for a.e. on } I.
\]
This ensures that
\[-\dot{u}(t) - z^*(t) \in N(C(t), \dot{u}(t)) \text{ for a.e. on } I.
\]
Thus the proof of (3.10) is complete. To achieve the proof of the theorem, we have to prove that the solution \(u\) is Lipschitz. Using the construction of the sequences \(u_n\) in the proof of Theorem 3.1 we have for the same \(\lambda\) and for any \(t, s \in I\) that
\[\|u_n(t) - u_n(s)\| \leq \lambda|t - s|.
\]
Using the fact that \(u_n(t)\) converges weakly to \(u(t)\) for all \(t \in I\) and the weak l.s.c. of the norm, we deduce
\[\|u(t) - u(s)\| \leq \liminf_n\|u_n(t) - u_n(s)\| \leq \lambda|t - s|.
\]
This completes the proof of the theorem. \(\square\)

Taking \(F \equiv 0\), we get the following existence result considered in [27], where the set-valued mapping \(C\) has been taken with cone values and \(0 \in C(t), \forall t \in I\), but their proof contains many gaps. Here we prove the same result with a correct proof and with weak assumptions on \(C\).

**Theorem 3.3.** Let \(X\) be a separable Hilbert space and assume that \(C\) satisfies the assumptions in Theorem 3.1. Then for every \(x_0 \in X\), there exists a unique Lipschitz continuous mapping \(u: I \to H\) satisfying
\begin{equation}
(3.12) \quad -\dot{u}(t) \in N(C(t); \dot{u}(t)), \text{ a.e. on } I, \text{ with } u(0) = x_0,
\end{equation}
and
\begin{equation}
(3.13) \quad \|\ddot{u}(t)\| \leq R + \|x_0\| \text{ a.e. on } I.
\end{equation}

**Proof.** The existence of solutions follows directly from Theorem 3.2. The proof of the uniqueness follows from the monotony of the normal cone to closed convex sets in Hilbert spaces, and to do that we follow the same ideas in [22]. Let \(u_1\) and \(u_2\) be two solutions of (3.12). Then by the definition of the normal cone we have for a.e. \(t \in I\) that
\[\langle -\dot{u}_i(t), v - \dot{u}_i(t) \rangle \leq 0, \text{ for } i = 1, 2,
\]
and so by the fact that \(u_i(t) \in C(t)\) we obtain
\[\langle -\dot{u}_1(t), \ddot{u}_2(t) - \dot{u}_1(t) \rangle \leq 0 \text{ and } \langle -\dot{u}_2(t), \ddot{u}_1(t) - \dot{u}_2(t) \rangle \leq 0,
\]
and hence
\[ \| \dot{u}_2(t) - \dot{u}_1(t) \|^2 = \langle \dot{u}_2(t) - \dot{u}_1(t), \dot{u}_2(t) - \dot{u}_1(t) \rangle \leq 0, \text{ a.e. on } I. \]

This ensures that \( \dot{u}_1(t) = \dot{u}_1(t) \) a.e. on \( I \), and so by the fact \( u_1(0) = u_2(0) = x_0 \) we obtain
\[ u_1(t) = u_1(0) + \int_0^t \dot{u}_1(s) \, ds = u_2(0) + \int_0^t \dot{u}_2(s) \, ds = u_2(t), \]
which gives the uniqueness of the solution. \( \square \)

Now, we are interested by the following new type of differential inclusion in reflexive Banach spaces. Find a couple \((u, v)\) of Lipschitz mappings \( u : I \to X \) and \( v : I \to X \) such that \( \dot{v}(t) \in C(t) \) a.e. on \( I \), and

\[ \begin{cases} -J(\dot{u}(t)) \in N(C(t); \dot{v}(t)) + F(t, v(t)) & \text{a.e. on } I, \\ u(0) = v(0) = x_0 \in X. \end{cases} \tag{VSPP} \]

**Theorem 3.4.** Assume that the same assumptions in Theorem 3.1 are satisfied. In addition we assume that \( F \) is a completely continuous mapping. Then for every \( x_0 \in X \), there exists a couple \((u, v)\) of Lipschitz solutions of (VSPP).

**Proof.** By Theorem 3.1 there exist sequences of mappings \( \theta_n, \rho_n : I \to I, u_n : I \to X \) such that \( \| u_n(t) \| \leq T(R + 2\beta) + \| x_0 \| \), and \( \| \dot{u}_n(t) \| \leq R + 2\beta \), and for almost all \( t \) in \( I \),
\[ -J(\dot{u}_n(t)) \in N(C(\theta_n(t)); \dot{u}_n(t)) + F(\rho_n(t), u_n(\rho_n(t))), \quad \text{with } u_n(0) = x_0. \]
Using the fact that \( L^\infty(I, X^*) \) and \( L^\infty(I, X) \) are the dual spaces of the separable Banach spaces \( L^1(I, X) \) and \( L^1(I, X^*) \), we can extract subsequences still denoted \( \dot{u}_n \) and \( J(\dot{u}_n) \) such that
\[ \dot{u}_n \to z \text{ weak star in } L^\infty(I, X) \]
and
\[ J(\dot{u}_n) \to v, \text{ weak star in } L^\infty(I, X^*). \]

Let
\[ u(t) = x_0 + \int_0^t J^*(v_*(s)) \, ds, \text{ where } J^*(v_*(s)) \in J^*(v_*(s)) \]
and
\[ v(t) = x_0 + \int_0^t z(s) \, ds. \]
Clearly, we have for a.e. \( t \) in \( I \), \( J(\dot{u}(t)) = v_*(t) \) and \( \dot{v}(t) = z(t) \). The Lipschitz continuity of both \( u \) and \( v \) follows from their definitions and the boundedness of \( \| \dot{u}_n(t) \| \). Then for all \( t \in I \),
\[ u_n(t) = x_0 + \int_0^t \dot{u}_n(s) \, ds \to x_0 + \int_0^t z(s) \, ds = v(t), \text{ weakly in } X, \]
and so \( u_n(\rho_n(t)) \to v(t) \) weakly in \( X \), for all \( t \in I \). Using then the complete continuity of \( F \) we obtain that \( z_*(t) := F(\rho_n(t), u_n(\rho_n(t))) \) converges strongly in \( X^* \) to \( z^*(t) := F(t, v(t)) \), for all \( t \in I \).
Now, let us prove that \( \tilde{v}(t) \in C(t) \) a.e. on \( I \). Let \( x^* \) be any element in \( X^* \), and let \( t \in I \) be such that the derivative \( \tilde{v}(t) \) exists. Then

\[
\langle x^*, \tilde{v}(t) \rangle = \langle x^*, \tilde{v}(t) - \hat{u}_n(t) \rangle + \langle x^*, \hat{u}_n(t) \rangle \\
\leq \langle x^*, \tilde{v}(t) - \hat{u}_n(t) \rangle + \delta^*_C(\theta_n(t))(x^*).
\]

By integrating over any measurable set \( A \subset I \), we obtain

\[
\int_A \langle x^*, \tilde{v}(t) \rangle dt = \int_A \langle x^*, \tilde{v}(t) - \hat{u}_n(t) \rangle dt + \int_A \langle x^*, \hat{u}_n(t) \rangle dt \\
\leq \int_A \langle x^*, \tilde{v}(t) - \hat{u}_n(t) \rangle dt + \int_A \delta^*_C(\theta_n(t))(x^*) dt.
\]

As in the proof of Theorem 5.2 we deduce from the Hausdorff Lipschitz continuity of \( C \) and from the weak star convergence of \( \hat{u}_n \) to \( \tilde{u} \) in \( L^\infty(I, X) \) that

\[
\limsup_n \left( \int_A \langle x^*, \tilde{v}(t) - \hat{u}_n(t) \rangle dt + \int_A \delta^*_C(\theta_n(t))(x^*) dt \right) \leq \int_A \delta^*_C(t)(x^*) dt.
\]

Therefore, for any \( x^* \in X^* \) and any measurable set \( A \subset I \), we have

\[
\int_A \langle x^*, \tilde{v}(t) \rangle dt \leq \int_A \delta^*_C(t)(x^*) dt.
\]

Thus, it follows that \( \tilde{v}(t) \in C(t) \) for a.e. \( t \in I \).

Now let us prove that the couple \((u, v)\) is a solution of our problem. By the weak star convergence of \(-J(\hat{u}_n) - z^*_n\) to \(-J(\hat{u}) - z^*\) in \( L^\infty(I, X^*) \) and Lemma 2.4 we get

\[
\int_0^T \delta^*_C(t)(-J(\hat{u}(t)) - z^*(t)) dt \leq \liminf_n \int_0^T \delta^*_C(t)(-J(\hat{u}_n(t)) - z^*_n(t)) dt.
\]

Using the weak star convergence of \( J(\hat{u}_n) \) to \( J(\hat{u}) \) in \( L^\infty(I, X^*) \) and the weak star convergence of \( \hat{u}_n \) to \( \hat{v} \) in \( L^\infty(I, X) \), we can write

\[
\lim_n \int_0^T \langle J(\hat{u}_n(t)), \hat{u}(t) \rangle dt = \int_0^T \langle J(\hat{u}(t)), \hat{u}(t) \rangle dt = \int_0^T \| \hat{u}(t) \|^2 dt
\]

and

\[
\lim_n \int_0^T \langle J(\hat{u}(t)), \hat{u}_n(t) \rangle dt = \int_0^T \langle J(\hat{u}(t)), \hat{v}(t) \rangle dt.
\]

Using the monotonicity of \( J \) we write

\[
\langle J(\hat{u}_n(t)) - J(\hat{u}(t)), \hat{u}_n(t) - \hat{u}(t) \rangle \geq 0, \text{ a.e. on } I.
\]

Therefore,

\[
\int_0^T \| \hat{u}_n(t) \|^2 dt = \int_0^T \langle J(\hat{u}_n(t)), \hat{u}_n(t) \rangle dt \\
\geq \int_0^T \langle J(\hat{u}_n(t)), \hat{u}(t) \rangle dt + \int_0^T \langle J(\hat{u}(t)), \hat{u}_n(t) \rangle dt - \int_0^T \| \hat{u}(t) \|^2 dt.
\]
Taking the limit inferior on both sides, we obtain that
\[
\liminf_n \int_0^T \|\dot{u}_n(t)\|^2 dt \geq \int_0^T \langle J(\dot{u}(t)), \dot{u}(t) \rangle dt + \int_0^T \langle J(\dot{v}(t)), \dot{v}(t) \rangle dt - \int_0^T \|\dot{u}(t)\|^2 dt
\]
\[
\geq \int_0^T \langle J(\dot{u}(t)), \dot{v}(t) \rangle dt.
\]

Now we use the strong convergence of the sequence \(z_n^*(t)\) to \(z^*(t)\), for all \(t \in I\), to deduce
\[
\int_0^T \langle z^*(t); \dot{v}(t) \rangle dt = \lim_n \int_0^T \langle z_n^*(t); \dot{u}_n(t) \rangle dt.
\]

Therefore, using this equality with the relations (3.15) and (3.16) and the properties of limit inferior we obtain
\[
\int_0^T \left[ \delta_{C(t)}(-J(\dot{u}(t)) - z^*(t)) + \langle J(\dot{u}(t)) + z^*(t), \dot{v}(t) \rangle \right] dt
\]
\[
\leq \liminf_n \int_0^T \delta_{C(t)}(-J(\dot{u}_n(t)) - z_n^*(t)) dt
\]
\[
+ \liminf_n \int_0^T \langle J(\dot{u}_n(t)) + z_n^*(t), \dot{u}_n(t) \rangle dt
\]
\[
\leq \liminf_n \int_0^T \delta_{C(t)}(-J(\dot{u}_n(t)) - z_n^*(t)) + \langle J(\dot{u}_n(t)) + z_n^*(t), \dot{u}_n(t) \rangle dt.
\]

It follows from the inclusion (3.14) and the definition of the normal cone that
\[
\langle -J(\dot{u}_n(t)) - z_n^*(t); w - \dot{u}_n(t) \rangle \leq 0, \quad \text{for all } w \in C(\theta_n(t)), \text{ a.e. on } I.
\]

Now let any \(t \in I\) for which (3.18) holds and let any \(v \in C(t)\). By the Hausdorff Lipschitz property of \(C\), we can choose \(w \in C(\theta_n(t))\) such that \(\|w - v\| \leq k|t - \theta_n(t)|\). Then we get
\[
\langle -J(\dot{u}_n(t)) - z_n^*(t); v - \dot{u}_n(t) \rangle = \langle -J(\dot{u}_n(t)) - z_n^*(t); w - \dot{u}_n(t) \rangle + \langle v - w \rangle
\]
\[
\leq \|J(\dot{u}_n(t)) + z_n^*(t)\| \|v - w\|
\]
\[
\leq \delta \|v - w\|
\]
\[
\leq \delta k \mu_n
\]
a.e. on \(I\), with \(\delta = R + 3 \beta\), and so for a.e. \(t \in I\) we get
\[
\langle J(\dot{u}_n(t)) + z_n^*(t); \dot{u}_n(t) \rangle + \langle -J(\dot{u}_n(t)) - z_n^*(t); v \rangle \leq \delta k \mu_n, \quad \text{for all } v \in C(t).
\]

Taking the supremum on \(v\) over \(C(t)\) and integrating over \(I\), we get
\[
\int_0^T \langle J(\dot{u}_n(t)) + z_n^*(t); \dot{u}_n(t) \rangle + \delta_{C(t)}(-J(\dot{u}_n(t)) - z_n^*(t)) dt \leq \delta k T \mu_n
\]

for any \(n\). Combining the last inequality with inequality (3.17) we obtain
\[
\int_0^T \left[ \delta_{C(t)}(-J(\dot{u}(t)) - z^*(t)) + \langle J(\dot{u}(t)) + z^*(t), \dot{v}(t) \rangle \right] dt \leq 0,
\]
and so
\[ \int_0^T \delta^*_C(t)(-J(\dot{u}(t)) - z^*(t))dt \leq \int_0^T \langle -J(\dot{u}(t)) - z^*(t), \dot{v}(t) \rangle dt, \]
which, by the fact that \( \dot{v}(t) \in C(t) \), ensures that
\[ \int_0^T \delta^*_C(t)(-J(\dot{u}(t)) - z^*(t))dt = \int_0^T \langle -J(\dot{u}(t)) - z^*(t), \dot{v}(t) \rangle dt. \]
Hence for a.e. \( t \in I \) we obtain
\[ \delta^*_C(t)(-J(\dot{u}(t)) - z^*(t)) = \langle -J(\dot{u}(t)) - z^*(t), \dot{v}(t) \rangle, \]
and hence
\[ \langle -J(\dot{u}(t)) - z^*(t), w - \dot{v}(t) \rangle \leq 0 \text{ for all } w \in C(t). \]
It follows then that
\[ -J(\dot{u}(t)) \in N(C(t); \dot{v}(t)) + z^*(t) \subset N(C(t); \dot{v}(t)) + F(t, u(t)) \text{ a.e. on } I, \]
and so the proof is complete. \( \square \)

Remark 3.2. In the general case, the relationship between \( u \) and \( v \) is given in terms of their derivatives as follows:
\[ \int_0^T \langle \dot{v}(t), x^* \rangle dt = \lim_n \int_0^T \langle \dot{w}_n(t), x^* \rangle dt, \text{ for all } x^* \in X^* \]
and
\[ \int_0^T \langle J(\dot{u}(t)), x \rangle dt = \lim_n \int_0^T \langle J(\dot{w}_n(t)), x \rangle dt, \text{ for all } x \in X, \]
for some sequence of mappings \( w_n : I \rightarrow X \). So, assuming that the duality mapping \( J \) on \( X \) satisfies: if for any sequence \( x_n \in L^\infty(I, X) \) one has
\[ (A) \quad \left[ \int_0^T \langle J(x(t)), x_n(t) - x(t) \rangle dt \rightarrow 0 \right] \]
\[ \Rightarrow \left[ \int_0^T \langle x(t), J(x_n(t)) - J(x(t)) \rangle dt \rightarrow 0 \right], \]
then we obtain \( u(t) = v(t) \) for all \( t \in I \), and so (VSPP) has the form
\[ (SPP) \quad \begin{cases} -J(\dot{u}(t)) \in N(C(t); \dot{v}(t)) + F(t, u(t)) & \text{a.e. on } I, \\ u(0) = x_0 \in X. \end{cases} \]
Clearly the assumption (A) is satisfied whenever the space \( X \) is assumed to be Hilbert, and so Theorem 3.2 can be deduced as a corollary from Theorem 3.3.

We present two illustrative examples of our abstract results.

Example 3.5 (Differential Variational Inequalities (DVI)). Let \( H = L^2(0, T, \mathbb{R}) \), \( g : [0, T] \times [0, T] \rightarrow [0, +\infty) \) be a Lipschitz non-increasing function w.r.t. the first variable with ratio \( k > 0 \), and let \( C(t) = \{ z \in L^2(0, T, \mathbb{R}) : -g(t, s) \leq z(s) \leq g(t, s), \text{ a.e. on } [0, T] \} \). Consider the following differential variation inequality: Find \( u : [0, T] \rightarrow H \) such that \( u(0) = x_0 \in H \) and
\[ (DVI) \quad \langle \dot{u}(t) - F(t, u(t)); v - \dot{u}(t) \rangle \geq 0, \text{ for all } v \in C(t), \text{ a.e. on } [0, T], \]
where \( F : [0, T] \times H \rightarrow H \) is a bounded completely continuous mapping. Let us prove the existence of solutions for (DVI) by using our abstract results proved in
Example 3.6 is a separable reflexive smooth Banach space (not necessarily Hilbert). Clearly $C$ has closed convex values, and so using the definition of normal cones for convex sets, (DVI) is equivalent to

$$
\dot{u}(t) - F(t, u(t)) \in -N(C(t); \dot{u}(t)) \iff 
$$

(3.21)

$$
\dot{u}(t) \in -N(C(t); \dot{u}(t)) + F(t, u(t)).
$$

Now, observe that for any $t_1, t_2 \in [0, T]$ and for any $x \in C(t_2)$,

$$
d_{C(t_1)}(x) = \inf_{z \in C(t_1)} \|x - z\|_{L^2} \leq \|g(t_1, \cdot) - g(t_2, \cdot)\|_{L^2} \leq k|t_2 - t_1|.
$$

So $\sup_{x \in C(t_2)} d_{C(t_1)}(x) \leq k|t_2 - t_1|$. Similarly, we have $\sup_{x \in C(t_1)} d_{C(t_2)}(x) \leq k|t_2 - t_1|$ and hence $H(C(t_2); C(t_1)) \leq k|t_2 - t_1|$. This ensures the Hausdorff Lipschitz property of $C$ with ratio $k$. Since $0 \in C(t), \forall t \in [0, T]$, the assumption $d_{C(0)}(0) < R, \forall t \in [0, T]$ for any $R > 0$, is satisfied. Then all the assumptions of Theorem 3.2 are satisfied and using (3.21), we obtain the existence of solutions for (DVI).

This example can be extended to the case of $X = L^p(0, T; \mathbb{R}) (1 < p < \infty)$ which is a separable reflexive smooth Banach space (not necessarily Hilbert).

**Example 3.6** (Differential Complementarity Problems (DCP)). Let $K$ be a closed convex cone in $\mathbb{R}^m$ containing 0, $I = [0, T]$, and let $f : I \times \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}^m$ be a bounded continuous function. Find an absolutely continuous map $x : I \to \mathbb{R}^m$ and $u : I \to \mathbb{R}^m$ satisfying a.e. on $I$ the following:

$$
\dot{x}(t) = f(t, x(t)) + u(t),
$$

$$
K^* \ni u(t) \perp \dot{x}(t) \in K.
$$

First, note that a vector $u$ belongs to $-N(K; z)$ if and only if $K^* \ni u \perp z \in K$. Thus (DCP) is equivalent to finding $x : I \to \mathbb{R}^m$ satisfying

$$
\dot{x}(t) \in -N(K; \dot{x}(t)) + f(t, x(t)), \text{ a.e. on } I.
$$

Clearly, all the assumptions of Theorem 3.2 are satisfied and thus we obtain the existence of solutions for (DCP).

**Remark 3.3.** Take $X = H$ and $M(t, x) = x + N(C(t); x)$. Then the implicit differential inclusion (3.5) becomes

$$
\dot{0} \in M(t, \dot{u}(t)) + A(t, u(t)), \text{ a.e. on } I.
$$

This type of implicit differential inclusion is considered and studied in [29] [30], where $A$ and $M$ do not depend on $t$ and $H = \mathbb{R}^n$ and under the u.s.c. of $F$ from $\mathbb{R}^n$ to $\mathbb{R}^n$ and the monotonicity and the u.s.c. of $M$ from $\mathbb{R}^n$ to $\mathbb{R}^n$. So, we extend partially the results in [29] [30]. Also we have to mention that the author in [30] noted, “It would be interesting to see extensions of Theorem 1 [of course in [30]] to time dependent problems of the type $0 \in M(\dot{u}(t)) + A(t, u(t))$ in finite and infinite dimensional spaces.” In our present work we have answered his question in the affirmative.
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