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Abstract. The purpose of this note is to extend certain key results in frame theory from the setting of tight frames to dual pairs of frames. We provide various characterizations of dual frame pairs \( \{e_n\}_{n=1}^N, \{f_n\}_{n=1}^N \) for a \( d \)-dimensional Hilbert space \( \mathbb{K}^d \). Based on this we characterize those scalar sequences \( \{\alpha_n\}_{n=1}^N \) for which there exist dual pairs of frames \( \{e_n\}_{n=1}^N, \{f_n\}_{n=1}^N \) for \( \mathbb{K}^d \) such that \( \alpha_n = \langle e_n, f_n \rangle \). This generalizes the well-known fundamental inequality of tight frames.

1. Introduction

Frames in finite-dimensional spaces have been studied intensively during the past decade as tools for signal and data representation; see [1, 2, 5, 10]. Due to their computational simplicity and robustness features, one direction of focus has been on the construction of tight frames in \( \mathbb{R}^d \) and \( \mathbb{C}^d \); see, e.g., [2, 7, 8]. However, it is also known that general frame pairs can sometimes provide increased flexibility and performance benefits over tight frames; e.g., see [3]. The purpose of this note is to extend certain key results from the setting of tight frames to dual pairs of frames.

We provide various characterizations of dual frame pairs \( \{e_n\}_{n=1}^N, \{f_n\}_{n=1}^N \) for a \( d \)-dimensional Hilbert space. Based on this we characterize those scalar sequences \( \{\alpha_n\}_{n=1}^N \) for which there exist dual pairs of frames \( \{e_n\}_{n=1}^N, \{f_n\}_{n=1}^N \) such that \( \alpha_n = \langle e_n, f_n \rangle \). This generalizes the well-known fundamental inequality of tight frames.

Throughout this note \( \mathbb{K}^d \) denotes either \( \mathbb{R}^d \) or \( \mathbb{C}^d \). Recall that a sequence \( \{e_n\}_{n=1}^N \subset \mathbb{K}^d \) is a frame for \( \mathbb{K}^d \) with frame bounds \( A, B > 0 \) if

\[
\forall x \in \mathbb{K}^d, \quad A\|x\|^2 \leq \sum_{n=1}^N |\langle x, e_n \rangle|^2 \leq B\|x\|^2.
\]

(1.1)

Note that \( \{e_n\}_{n=1}^N \subset \mathbb{K}^d \) is a frame if and only if \( \text{span}\{e_n\}_{n=1}^N = \mathbb{K}^d \).

Given a frame \( \{e_n\}_{n=1}^N \subset \mathbb{K}^d \) it is well known that there exists at least one sequence \( \{f_n\}_{n=1}^N \subset \mathbb{K}^d \) for which the frame expansions

\[
\forall x \in \mathbb{K}^d, \quad x = \sum_{n=1}^N \langle x, e_n \rangle f_n = \sum_{n=1}^N \langle x, f_n \rangle e_n
\]

(1.2)

hold. Any such sequence \( \{f_n\}_{n=1}^N \) is called a dual frame, and the systems \( \{e_n\}_{n=1}^N \) and \( \{f_n\}_{n=1}^N \) are referred to as a dual frame pair. If \( E \) and \( F \) are the \( d \times N \) matrices whose \( n \)th columns are \( e_n \) and \( f_n \) respectively, then (1.2) is equivalent to
$FE^* = EF^* = I_{d \times d}$. The matrices $E, F$ are referred to as the synthesis operators associated to $\{e_n\}_{n=1}^N, \{f_n\}_{n=1}^N$, whereas $E^*, F^*$ are the analysis operators. We use $E^*$ to denote the adjoint (transpose conjugate) of a matrix and use $E^T$ to simply denote the transpose.

When $N > d$ the choice of a dual frame is not unique, but there is an important canonical choice. Consider the frame operator $S : \mathbb{K}^d \to \mathbb{K}^d$ defined by $Sx = EE^*x = \sum_{n=1}^N \langle x, e_n \rangle e_n$. The frame operator $S$ is self-adjoint, and all of its eigenvalues belong to the interval $[A, B]$. The canonical dual frame $\{\tilde{e}_n\}_{n=1}^N$ associated to $\{e_n\}_{n=1}^N$ is defined by $\tilde{e}_n = S^{-1}e_n$. It can be verified that $\{\tilde{e}_n\}_{n=1}^N$ is indeed a dual frame. However, there are settings where noncanonical (alternative) dual frames perform better than the canonical dual. For example, in Sigma-Delta quantization of finite frame expansions, the best approximation-theoretic properties are obtained using noncanonical dual frames [12, 3, 13]. Other examples related to the uncertainty principle show that noncanonical dual frames can provide improved time-frequency localization over canonical dual frames; see [11].

A frame $\{e_n\}_{n=1}^N \subset \mathbb{K}^d$ is said to be tight if we can take $A = B$ in (1.1). For tight frames the canonical dual frame is given by $\tilde{e}_n = \frac{1}{A}e_n$ and the frame expansion (1.2) simplifies to

$$\forall x \in \mathbb{K}^d, \quad x = \frac{1}{A} \sum_{n=1}^N \langle x, e_n \rangle e_n.$$  

(1.3)

The simplicity of (1.3) makes tight frames especially desirable in practice. Moreover, tight frames are known to be optimally robust against noise in certain settings; see [10]. In view of this, characterizations and constructions of tight frames have attracted substantial attention. For a general overview of frames, including tight frames, see [9].

An important early insight [2] into tight frames provides a physical interpretation in terms of minimal energy configurations. As a part of this program the following theorem characterizes the possible norms $\|e_n\|$ of the elements in tight frames; see [4]. The inequality in condition (2) below is known as the fundamental inequality of tight frames.

**Theorem 1.1.** Given $\{a_n\}_{n=1}^N \subset [0, \infty)$ and $N \geq d$, the following are equivalent:

1. There exists a tight frame $\{e_n\}_{n=1}^N$ for $\mathbb{K}^d$ such that $a_n = \langle e_n, e_n \rangle$ for all $1 \leq n \leq N$.
2. $\max\{a_n\}_{n=1}^N \leq \frac{1}{d} \sum_{n=1}^N a_n$.

**Overview and main results.** The main goal of this note is to extend Theorem 1.1 to the setting of dual frame pairs. In Section 2 we present various characterizations of dual frame pairs. In Section 3 we show that if $N > d$ and $\{\alpha_n\}_{n=1}^N \subset \mathbb{K}$ is a given sequence, then there exists a dual frame pair $\{e_n\}_{n=1}^N, \{f_n\}_{n=1}^N$ for $\mathbb{K}^d$ with $\alpha_n = \langle e_n, f_n \rangle$ if and only if $d = \sum_{n=1}^N \alpha_n$ (see Theorem 3.1). Surprisingly, for any given $N, d \in \mathbb{N}$ with $N > d$ one can find a frame $\{e_n\}_{n=1}^N$ such that the possible dual pair inner products $\{(e_n, f_n)\}_{n=1}^N$ assume the full possible range described by this condition. We characterize such frames and exhibit a particularly simple choice (see Theorem 3.3 and Example 3.3). Finally, the technical proofs of the results in Section 3 are collected in Section 4.
2. CHARACTERIZATIONS OF DUAL FRAME PAIRS

The following proposition provides various characterizations of dual frame pairs. For given sequences \( \{e_n\}_{n=1}^N \) and \( \{f_n\}_{n=1}^N \) in \( \mathbb{K}^d \) define the \( N \times N \) cross-Gramian and Gramian matrices \( A, B, C \) by their \((i,j)\)th entries:

\[
A_{ij} = \langle e_i, f_j \rangle, \quad B_{ij} = \langle e_i, e_j \rangle, \quad C_{ij} = \langle f_i, f_j \rangle.
\]

**Proposition 2.1.** Let \( \{e_n\}_{n=1}^N \) and \( \{f_n\}_{n=1}^N \) be frames for \( \mathbb{K}^d \). Let \( \{\tilde{e}_n\}_{n=1}^N \) denote the canonical dual frame of \( \{e_n\}_{n=1}^N \). The following are equivalent:

1. \( \{e_n\}_{n=1}^N \) and \( \{f_n\}_{n=1}^N \) are a dual frame pair for \( \mathbb{K}^d \).
2. There exists \( \{z_n\}_{n=1}^N \subset \mathbb{K}^d \) such that \( f_n = \tilde{e}_n + z_n \) and

\[
\forall x \in \mathbb{K}^d, \quad 0 = \sum_{n=1}^N \langle x, z_n \rangle e_n = \sum_{n=1}^N \langle x, e_n \rangle z_n.
\]

3. \( A = BC \).
4. \( A^2 = A \).
5. For each \( 1 \leq n \leq d \) the column vector \( [\langle e_1, f_n \rangle, \langle e_2, f_n \rangle, \ldots, \langle e_d, f_n \rangle]^T \) is an eigenvector of \( A \) with eigenvalue 1.
6. \( \forall 1 \leq k, l \leq d, \sum_{n=1}^N e_j f_{jk} = \delta_{k,l} \).

**Proof.** The equivalence (1)\(\Leftrightarrow\)(2) is well known; for example, see [14]. The equivalence (4)\(\Leftrightarrow\)(5) follows from the definition of \( A \).

(1)\(\Leftrightarrow\)(3). Note that

\[
(BC)_{ik} = \sum_{j=1}^N B_{ij} C_{jk} = \sum_{j=1}^N \langle e_i, e_j \rangle \langle f_j, f_k \rangle = \sum_{j=1}^N \langle e_i, e_j \rangle \langle f_j, f_k \rangle.
\]

Because \( \text{span}\{f_n\}_{n=1}^N = \mathbb{K}^d \) this shows that \( A = BC \) if and only if \( e_i = \sum_{j=1}^N \langle e_i, e_j \rangle f_j \) holds for \( i = 1, \ldots, N \). Because \( \text{span}\{e_n\}_{n=1}^N = \mathbb{K}^d \), this in turn holds if and only if \( \{e_j\}_{j=1}^N \) and \( \{f_j\}_{j=1}^N \) are dual frames for \( \mathbb{K}^d \).

(1)\(\Leftrightarrow\)(4). Similarly, the definition of \( A \) shows that

\[
(A^2)_{ik} = \sum_{j=1}^N A_{ij} A_{jk} = \sum_{j=1}^N \langle e_i, f_j \rangle \langle e_j, f_k \rangle = \sum_{j=1}^N \langle e_i, f_j \rangle \langle e_j, f_k \rangle.
\]

This gives that \( A^2 = A \) if and only if \( \{e_j\}_{j=1}^N \) and \( \{f_j\}_{j=1}^N \) are dual frames for \( \mathbb{K}^d \).

(1)\(\Leftrightarrow\)(6). By linearity of frame expansions, \( \{e_n\}_{n=1}^N \) and \( \{f_n\}_{n=1}^N \) are dual frames for \( \mathbb{K}^d \) if and only if

\[
\forall 1 \leq k \leq d, \quad \delta_k = \sum_{n=1}^N \langle \delta_k, f_n \rangle e_n = \sum_{n=1}^N f_{nk} e_n,
\]

where \( \delta_k \in \mathbb{K}^d \) is the canonical vector with \( j \)th entry given by the Kronecker \( \delta_{j,k} \). This is equivalent to (6).

Note the similarity between the condition stated in (6) and the duality principle for Gabor frames; see [15].
3. Dual system inner products

The purpose of this section is to provide a characterization of the scalar sequences \( \{\alpha_n\}_{n=1}^{N} \subset \mathbb{K} \) for which there exists a dual pair of frames \( \{e_n\}_{n=1}^{N} \) and \( \{f_n\}_{n=1}^{N} \) for \( \mathbb{K}^d \) such that \( \alpha_n = \langle e_n, f_n \rangle \) for all \( 1 \leq n \leq N \). The technical proofs are collected in Section 4.

We will always assume that \( N > d \). In fact, for \( \{e_n\}_{n=1}^{N} \) to be a frame for \( \mathbb{K}^d \) it is necessary that \( N \geq d \), and in the case \( N = d \) it is well known that any frame \( \{e_n\}_{n=1}^{N} \) is a basis and has a unique dual \( \{f_n\}_{n=1}^{N} \), which automatically satisfies that \( \alpha_n = 1 \) for all \( n \). Interestingly, the characterization in the case of \( N > d \) is significantly different:

**Theorem 3.1.** Given \( \{\alpha_n\}_{n=1}^{N} \subset \mathbb{K} \) and \( N > d \) the following are equivalent:

1. There exist dual frames \( \{e_n\}_{n=1}^{N} \) and \( \{f_n\}_{n=1}^{N} \) for \( \mathbb{K}^d \) such that \( \alpha_n = \langle e_n, f_n \rangle \) for all \( 1 \leq n \leq N \).
2. There exist a tight frame \( \{g_n\}_{n=1}^{N} \) and a corresponding dual frame \( \{h_n\}_{n=1}^{N} \) for \( \mathbb{K}^d \) such that \( \alpha_n = \langle g_n, h_n \rangle \) for all \( 1 \leq n \leq N \).
3. \( d = \sum_{n=1}^{N} \alpha_n \).

Motivated by Theorem 3.1 we will say that the full range for the parameters \( \{\alpha_n\}_{n=1}^{N} \) is given by the constraint \( d = \sum_{n=1}^{N} \alpha_n \). Surprisingly, it turns out that for each \( N > d \) we can find a single frame \( \{e_n\}_{n=1}^{N} \) such that all values in the full range can be attained as inner products \( \alpha_n = \langle e_n, f_n \rangle \) for suitable chosen dual frames \( \{f_n\}_{n=1}^{N} \). This motivates the following definition (see Section 4.2 for equivalent formulations).

**Definition 3.2.** A frame \( \{e_n\}_{n=1}^{N} \subset \mathbb{K}^d \) has the full range property (FRP) if for every \( \{\alpha_n\}_{n=1}^{N} \subset \mathbb{K} \) satisfying \( \sum_{n=1}^{N} \alpha_n = d \) there exists a dual frame \( \{f_n\}_{n=1}^{N} \subset \mathbb{K}^d \) such that \( \langle e_n, f_n \rangle = \alpha_n \) for all \( 1 \leq n \leq N \).

We next aim at a characterization of the FRP. In particular our approach will give us a particularly simple choice of a frame with the FRP, and this provides us with a constructive proof of the implication (3)\( \Rightarrow \) (1) in Theorem 3.1. The next lemma will be helpful.

**Lemma 3.3.** Let \( \{e_n\}_{n=1}^{N} \) be a frame for \( \mathbb{K}^d \) and let \( T \) be a \( d \times d \) invertible matrix with entries in \( \mathbb{K} \). Then the frame \( \{e_n\}_{n=1}^{N} \) has the FRP if and only if the frame \( \{Te_n\}_{n=1}^{N} \) has the FRP.

Lemma 3.3 is a useful tool for simplifying certain FRP questions. If \( \{e_n\}_{n=1}^{N} \) is a frame for \( \mathbb{K}^d \), then there exists a \( d \times d \) invertible matrix \( T \) such that \( \{Te_n\}_{n=1}^{N} \) contains an orthonormal basis. Since \( \{e_n\}_{n=1}^{N} \) has the FRP if and only if \( \{Te_n\}_{n=1}^{N} \) has the FRP, it suffices to characterize certain properties of FRP for frames that contain an orthonormal basis. In view of this, Theorem 3.4 below gives a characterization of the FRP for frames containing an orthonormal basis (and hence a full characterization of the FRP up to invertible transformations).

Given \( \{w_j\}_{j=1}^{L} \subset \mathbb{K}^d \) define the \( (L + d) \times d \) matrices

\[
M(w_j) = \begin{pmatrix} W_j & R_j \end{pmatrix},
\]

where \( W_j \) is the \( d \times d \) diagonal matrix with \( w_j \) on the main diagonal and \( R_j \) is the \( L \times d \) matrix that has \( -w_j \) as its \( j \)th row and 0 everywhere else. Using \( w_j(k) \)
to denote the $k$th entry of the vector $w_j$, the $(L + d) \times d$ matrix $M(w_j)$ has the following appearance:

$$
M(w_j) = 
\begin{pmatrix}
\overline{w_j(1)} & 0 & 0 & \cdots & 0 \\
0 & \overline{w_j(2)} & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & \overline{w_j(d)} \\
0 & 0 & 0 & \cdots & 0 \\
-w_j(1) & -w_j(2) & -w_j(3) & \cdots & -w_j(d) \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix},
$$

where the row containing $-\overline{w_j}$ is the $(d + j)$th row.

**Theorem 3.4.** Let $N > d$ and $L = N - d$. Let $\{e_n\}_{n=1}^{d+L}$ be a frame for $\mathbb{K}^d$ with the property that $\{e_n\}_{n=1}^{d+1}$ is the canonical basis for $\mathbb{K}^d$. Let $M_j = M(e_{d+j})$, with $1 \leq j \leq L$, be the matrices associated to $\{e_{d+j}\}_{j=1}^{L}$ by (3.1), and define the $(d + L) \times (Ld)$ matrix $M = [M_1, M_2, \ldots, M_L]$. The following are equivalent:

1. $\{e_n\}_{n=1}^N$ has the FRP.
2. The columns of $M$ span the vector space $H = \{\alpha \in \mathbb{K}^{d+L} : \sum_{n=1}^{d+L} \alpha_n = 0\}$.
3. The matrix $M$ has rank($M$) = $(d + L - 1)$.

The following results will be derived as consequences of Theorem 3.4 and at the end lead to a simple construction of a frame with the FRP.

**Proposition 3.5.** Let $L \geq 1$. If the frame $\{e_n\}_{n=1}^{d+L}$ for $\mathbb{K}^d$ has the FRP and if $e_{d+L+1} \in \mathbb{K}^d$ is nonzero, then $\{e_n\}_{n=1}^{d+L+1}$ has the FRP.

For the case of a frame that just contains a single extra element (compared to the dimension of the space) the characterization simplifies:

**Proposition 3.6.** Let $\{e_n\}_{n=1}^{d+1}$ be a frame for $\mathbb{K}^d$. The following are equivalent:

1. $\{e_n\}_{n=1}^{d+1}$ has the FRP.
2. $\forall 1 \leq k \leq (d + 1)$, $e_k \in \text{span}\{e_n\}_{n \neq k}$.

Condition (2) of Proposition 3.6 is equivalent to having that any $d$-element subset of the frame $\{e_n\}_{n=1}^{d+1}$ is linearly independent. The next corollary follows by combining Propositions 3.5 and 3.6.

**Corollary 3.7.** Let $\{e_n\}_{n=1}^{N}$ be a frame for $\mathbb{K}^d$ with $N > d$. Assume that each $e_n$ is nonzero and assume that $\{e_n\}_{n=1}^{N}$ contains a subset $\{e_{n_j}\}_{j=1}^{d+1}$ satisfying

1. $\text{span}\{e_{n_j}\}_{j=1}^{d+1} = \mathbb{K}^d$,
2. $\forall 1 \leq k \leq (d + 1)$, $e_{n_k} \in \text{span}\{e_{n_j} : j \neq k\}$.

Then $\{e_n\}_{n=1}^{N}$ has the FRP.

The hypotheses of Corollary 3.7 are equivalent to having that all $N$ of the frame vectors $\{e_n\}_{n=1}^{N}$ are nonzero and that there is a subset of $(d + 1)$ frame vectors with the property that any $d$ frame vectors of this subset are linearly independent. Finally, by combining the obtained results we arrive at the following simple and concrete example of a frame having the FRP.
Example 3.8. Let \( \{e_n\}_{n=1}^d \) be the canonical basis for \( \mathbb{K}^d \) and define \( e_{d+1} = \sum_{n=1}^d e_n \). By Proposition 3.6 \( \{e_n\}_{n=1}^{d+1} \) has the FRP. Moreover, by Corollary 3.7 if \( \{e_n\}_{n=d+2}^N \subset \mathbb{K}^d \) are arbitrary and nonzero, then \( \{e_n\}_{n=1}^N \) has the FRP.

Even with the above results and examples in mind, it is unclear how restrictive the FRP is. The next example shows that in a probabilistic sense almost all frames have the FRP:

Example 3.9. Define the \( d \times N \) synthesis operator \( E \) by independently drawing its entries from the normal distribution \( N(0,1) \). Let \( \{e_n\}_{n=1}^N \subset \mathbb{R}^d \) be the columns of \( E \). It follows from Corollary 3.7 and standard properties of Gaussian random vectors that, with probability one, \( \{e_n\}_{n=1}^N \) is a frame for \( \mathbb{R}^d \) and has FRP.

4. Proofs of the results in Section 3

4.1. Proof of Theorem 3.1 (1) \( \Rightarrow \) (2). Fix \( \alpha = \{\alpha_n\}_{n=1}^N \subset \mathbb{K} \) such that there exists a dual frame pair \( \{e_n\}_{n=1}^N, \{f_n\}_{n=1}^N \subset \mathbb{K}^d \) satisfying \( \alpha_n = \langle e_n, f_n \rangle \). Note that if \( E,F \) are the synthesis operators for \( \{e_n\}_{n=1}^N, \{f_n\}_{n=1}^N \), then

\[
FE^* = I \quad \text{and} \quad \alpha = \text{diag}(F^*E),
\]

where \( \text{diag}(\cdot) \) denotes the column vector of entries on the main diagonal of a matrix.

Let \( S = EE^* \) be the frame operator for \( \{e_n\}_{n=1}^N \) and let \( \{g_n\}_{n=1}^N = \{S^{-1/2}e_n\}_{n=1}^N \) be the associated canonical tight frame. Note that \( S \) and \( S^{1/2} \) and \( S^{-1/2} \) are self-adjoint and that the synthesis operator associated with \( \{g_n\}_{n=1}^N \) is given by \( G = S^{-1/2}E \).

Consider the sequence \( \{h_n\}_{n=1}^N \subset \mathbb{K}^d \) defined by the synthesis operator \( H = S^{1/2}F \). Then

\[
HG^* = S^{1/2}FE^*S^{-1/2} = S^{1/2}IS^{-1/2} = I,
\]

i.e., \( \{h_n\}_{n=1}^N \) is a dual frame of \( \{g_n\}_{n=1}^N \). Moreover, we have \( H^*G = F^*S^{1/2}S^{-1/2}E = F^*E \), which gives

\[
\text{diag}(H^*G) = \text{diag}(F^*E) = \alpha.
\]

Thus, as required, we have shown that \( \{g_n\}_{n=1}^N \subset \mathbb{K}^d \) is a tight frame with dual frame \( \{h_n\}_{n=1}^N \) and that \( \alpha_n = \langle g_n, h_n \rangle \).

(2) \( \Rightarrow \) (3). Let \( G,H \) be the synthesis operators for \( \{g_n\}_{n=1}^N, \{h_n\}_{n=1}^N \). In terms of \( G,H \) the dual frame condition reads \( GH^* = I \). Thus \( d = \text{trace}(GH^*) = \sum_{n=1}^N \langle g_n, h_n \rangle \).

(3) \( \Rightarrow \) (1). As already stated this will be a consequence of Example 3.8.

4.2. The full range property and Lemma 3.3. We begin with a few preliminary remarks before we prove the results concerning the full range property.

The equivalence (1) \( \Rightarrow \) (2) of Proposition 2.1 and the implication (1) \( \Rightarrow \) (3) proven in Proposition 3.1 (now applied to the canonical dual frame \( f_n = \bar{e}_n \)) give the following equivalent formulation of the FRP. The frame \( \{e_n\}_{n=1}^N \subset \mathbb{K}^d \) has the
FRP if and only if for every \( \{\alpha_n\}_{n=1}^N \subset \mathbb{K} \) satisfying \( \sum_{n=1}^N \alpha_n = 0 \) there exists \( \{z_n\}_{n=1}^N \subset \mathbb{K}^d \) so that

\[
\forall x \in \mathbb{R}^d, \quad 0 = \sum_{n=1}^N \langle x, e_n \rangle z_n = \sum_{n=1}^N \langle x, z_n \rangle e_n
\]

and such that \( \langle e_n, z_n \rangle = \alpha_n \) for all \( 1 \leq n \leq N \).

For our purposes it will be useful to equivalently formulate the FRP directly in terms of the synthesis operators \( E, Z \) associated to \( \{e_n\}_{n=1}^N, \{z_n\}_{n=1}^N \). The frame \( \{e_n\}_{n=1}^N \) has the FRP if and only if for every \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_N]^T \in \mathbb{K}^d \) satisfying \( \sum_{n=1}^N \alpha_n = 0 \) there exists \( Z \) satisfying \( ZE^* = EZ^* = 0 \) and \( \alpha = \text{diag}(Z^*E) \).

**Proof of Lemma 3.3.** It suffices to show that if \( \{e_n\}_{n=1}^N \) has the FRP, then \( \{Te_n\}_{n=1}^N \) has the FRP. Since \( T \) is invertible,

\[
\left( \forall x \in \mathbb{K}^d, \quad 0 = \sum_{n=1}^N \langle x, e_n \rangle z_n \right) \iff \left( \forall x \in \mathbb{K}^d, \quad 0 = \sum_{n=1}^N \langle x, Te_n \rangle (T^*)^{-1} z_n \right).
\]

The proof now follows from \( \langle e_n, z_n \rangle = \langle Te_n, (T^*)^{-1} z_n \rangle \).

**4.3. Proof of Theorem 3.4.** Step I. Let \( E \) be the \( d \times (d + L) \) synthesis operator associated to \( \{e_n\}_{n=1}^N \). Since \( E \) has full rank, the rows of \( E \) span a \( d \)-dimensional subspace \( S \subset \mathbb{K}^{d+L} \). Note that the first \( d \) columns of \( E \) form a \( d \times d \) identity matrix. Thus the row vectors \( \{v_j\}_{j=1}^L \subset \mathbb{K}^{d+L} \) defined by

\[
v_j = [e_{d+j}, \delta_j] = [e_{d+j}(1), e_{d+j}(2), \ldots, e_{d+j}(d), 0, \ldots, -1, \ldots, 0]
\]

span the \( L \)-dimensional subspace \( S^\perp \). Here \( \delta_j \in \mathbb{K}^L \) is defined by \( \delta_j(k) = \delta_{j,k} \).

Step II. Note that the synthesis operator \( Z \) associated to \( \{z_n\}_{n=1}^{d+L} \subset \mathbb{K}^d \) satisfies \( 0 = ZE^* = EZ^* \) if and only if each row of \( Z \) is a linear combination of the vectors \( \{v_j\}_{j=1}^L \). In other words, for each \( 1 \leq k \leq d \), the \( k \)th row of \( Z \) has the form \( \sum_{j=1}^L c_j(k)v_j \) for some constants \( c_1(k), c_2(k), \ldots, c_L(k) \in \mathbb{K} \). This in turn is equivalent to having that

\[
\forall 1 \leq n \leq (d + L), \quad z_n = \text{nth column of } Z = \sum_{j=1}^L v_j(n)c_j,
\]

where \( c_j = [c_j(1), c_j(2), \ldots, c_j(d)]^T \). In summary, \( ZE^* = EZ^* = 0 \) if and only if (4.3) holds for some vectors \( \{c_j\}_{j=1}^L \subset \mathbb{K}^d \).

Step III. Suppose that \( \{z_n\}_{n=1}^{d+L} \subset \mathbb{K}^d \) has the synthesis operator \( Z \) satisfying \( ZE^* = EZ^* = 0 \). By (4.3), we have for \( 1 \leq k \leq (d + L) \),

\[
\alpha_k = \langle e_k, z_k \rangle = \sum_{j=1}^L v_j(k)\langle e_k, c_j \rangle = \sum_{j=1}^L v_j(k)c_j \langle e_k, e_k \rangle.
\]

In other words, \( \alpha = \sum_{j=1}^L D_j E^* e_j \), where \( D_j \) is the diagonal matrix with \( v_j \) on its main diagonal. Recalling that \( \{e_n\}_{n=1}^d \) is the canonical basis, the structure of
\( E, M_j \) and \( v_j \) gives that \( M_j = D_j E^* \), which yields

\[
\alpha = \sum_{j=1}^{L} M_j c_j.
\]

**Step IV.** We now show that (1) \( \Rightarrow \) (2). Suppose that \( \{ e_n \}_{n=1}^{d+L} \) has the FRP. Note that the columns of \( M \) are in \( H = \{ \alpha \in \mathbb{R}^{d+L} : \sum_{n=1}^{d+L} \alpha_n = 0 \} \) by construction. Since \( E \) has the FRP, it follows from (4.5) that the columns of \( M = [M_1, M_2, \ldots, M_L] \) must span \( H \).

**Step V.** We now show that (2) \( \Rightarrow \) (1). Note that \( H \) has dimension \((d+L-1)\) and each column of \( M \) is in \( H \). By hypothesis, given any \( \alpha = [\alpha_1, \ldots, \alpha_{d+L}]^T \in \mathbb{R}^{d+L} \) satisfying \( 0 = \sum_{n=1}^{d+L} \alpha_n \) there exist vectors \( \{ c_j \}_{j=1}^{L} \subset \mathbb{R}^{d} \) such that \( \alpha = \sum_{j=1}^{L} M_j c_j \). Now define \( Z \) from \( \{ c_j \}_{j=1}^{L} \) and \( \{ v_j \}_{j=1}^{L} \) using (4.3). It follows that \( Z^* E = E^* Z = 0 \). Moreover, by (4.4) and (4.5) we have \( \alpha_n = \langle e_n, z_n \rangle \). Thus \( \{ e_n \}_{n=1}^{d+L} \) has FRP.

**Step VI.** Finally, (2) \( \Leftrightarrow \) (3) is clear since \( H \) has dimension \((d+L-1)\) and since each column of \( M \) is in \( H \).

### 4.4. Proof of Proposition 3.5

Let \( T \) be an invertible matrix for which \( \{ Te_n \}_{n=1}^{N} \) is the canonical basis for \( \mathbb{R}^{d} \). By Lemma 3.3, \( \{ e_n \}_{n=1}^{N} \) has FRP if and only if \( \{ Te_n \}_{n=1}^{N} \) has FRP. Thus for the proof one may assume without loss of generality that \( \{ e_n \}_{n=1}^{d} \) is the canonical basis for \( \mathbb{R}^{d} \).

Let \( \{ M_j \}_{j=1}^{L} \) be the \((L+d) \times d\) matrices associated to \( \{ e_n \}_{n=d+1}^{d+L} \) by (3.1). Similarly, let \( \{ M'_j \}_{j=1}^{L+1} \) be the \((L+d+1) \times d\) matrices associated to \( \{ e_n \}_{n=d+1}^{d+L+1} \) by (3.1). Note that for \( 1 \leq j \leq L \),

\[
M'_j = \begin{pmatrix} M_j \\ 0_{1 \times d} \end{pmatrix}.
\]

Let \( M = [M_1, \ldots, M_L] \) and \( M' = [M'_1, \ldots, M'_L, M'_{L+1}] \). By Theorem 3.4 the columns of \( M \) span the vector space \( H = \{ \alpha \in \mathbb{R}^{d+L} : \sum_{n=1}^{d+L} \alpha_n = 0 \} \). Therefore, the columns of \( M'_1, \ldots, M'_L \) span the vector space \( H'_0 = \{ \alpha \in \mathbb{R}^{d+L+1} : \alpha_{d+L+1} = 0 \text{ and } \sum_{n=1}^{d+L} \alpha_n = 0 \} \). Since \( e_{d+L+1} \neq 0 \) at least one column of \( M'_{L+1} \) is nontrivial; since this column is in \( H' = \{ \alpha \in \mathbb{R}^{d+L+1} : \sum_{n=1}^{d+L} \alpha_n = 0 \} \) but is not in \( H_0 \), it follows that the columns of \( M' \) span \( H' \). Hence \( \{ e_n \}_{n=d+1}^{d+L+1} \) has the FRP.

### 4.5. Proof of Proposition 3.6

We may assume that \( e_n \neq 0 \) for all \( 1 \leq n \leq (d+1) \). Indeed, it is clear that if some \( e_n = 0 \), then neither condition (1) nor (2) of the theorem can hold for the frame \( \{ e_n \}_{n=1}^{d+1} \).

(1) \( \Rightarrow \) (2). We prove the contrapositive. Suppose that there exists \( 1 \leq k \leq (d+1) \) such that \( e_k \not\in \text{span} \{ e_n \}_{n \neq k} \). Let \( \{ f_n \}_{n=1}^{d+1} \) be any dual frame to \( \{ e_n \}_{n=1}^{d+1} \). Define \( \varphi = e_k - P_k e_k \), where \( P_k \) is the orthogonal projection onto \( \text{span} \{ e_n \}_{n \neq k} \). Since \( \varphi \perp \{ e_n \}_{n \neq k} \) we have

\[
\varphi = \sum_{n=1}^{d+1} \langle \varphi, e_n \rangle f_n = \langle \varphi, e_k \rangle f_k.
\]

Since \( \langle \varphi, e_k \rangle \neq 0 \) this implies that \( \langle f_k, e_k \rangle = \langle e_k, f_k \rangle = 1 \). So \( \{ e_n \}_{n=1}^{d+1} \) cannot have the FRP.
A NOTE ON FINITE DUAL FRAME PAIRS

(2) \Rightarrow (1). Since \( \{e_n\}_{n=1}^{d+1} \) is a frame there exists an invertible matrix \( T \) such that \( \{Te_n\}_{n=1}^{d+1} \) is the canonical basis for \( \mathbb{K}^d \). Moreover, since \( T \) is invertible, condition (2) still holds for the system \( \{Te_n\}_{n=1}^{d+1} \). However, since \( \{Te_n\}_{n=1}^{d+1} \) is the canonical basis, this can only be the case if all entries of \( Te_{d+1} \) are nonzero, i.e., \( (Te_{d+1})(j) \neq 0 \) for \( 1 \leq j \leq d \). In particular the synthesis operator for \( \{Te_n\}_{n=1}^{d+1} \) has the form

\[
\Phi = \begin{pmatrix}
1 & 0 & \cdots & 0 & x_1 \\
0 & 1 & \cdots & 0 & x_2 \\
& & \ddots & & \vdots \\
0 & 0 & \cdots & 1 & x_d
\end{pmatrix},
\]

where \( x_1, x_2, \ldots, x_d \neq 0 \). Since the system \( \{z_n\}_{n=1}^{d+1} \subset \mathbb{K}^d \) with analysis operator

\[
Z^* = \begin{pmatrix}
\alpha_1 x_1 & \alpha_2 x_1 & \cdots & \alpha_d x_1 \\
\alpha_1 x_2 & \alpha_2 x_2 & \cdots & \alpha_d x_2 \\
& & \ddots & & \\
\alpha_1 x_d & \alpha_2 x_d & \cdots & \alpha_d x_d
\end{pmatrix},
\]

satisfies \( \Phi Z^* = Z \Phi^* = 0 \) and \( \text{diag}(Z^* \Phi) = [\alpha_1, \ldots, \alpha_d, -\sum_{n=1}^{d} \alpha_n] \) it follows that \( \{Te_n\}_{n=1}^{d+1} \) has the FRP. Thus by Proposition 3.3, \( \{e_n\}_{n=1}^{d+1} \) has the FRP.
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