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Abstract. In this note we give a short proof of a pointwise ergodic theorem for measure-preserving actions of word hyperbolic groups, also obtained recently by Bufetov, Khristoforov and Klimenko. Our approach also applies to infinite measure spaces, and one application is to linear actions of discrete groups on the plane.

0. Introduction

The well-known Birkhoff ergodic theorem for ergodic transformations $T : X \to X$ on a probability space $(X, \mathcal{B}, \mu)$ gives that the average of an $L^1$ function along almost every orbit is equal to the integral of the function. If we view the transformation as a $\mathbb{Z}$-action, then it is natural to ask about pointwise ergodic theorems for other group actions.

For $\mathbb{Z}^d$, or nilpotent groups, pointwise ergodic theorems for $L^1$ functions are described in the books of Krengel [19] and Templeman [26]. For groups with exponential growth, results are considerably harder to obtain. For free groups, a mean ergodic theorem for $L^2$ functions was proved by Guivarc’h in the 1960s [16], but it was not until the work of Grigorchuk [14] (see also [15]) in the 1980s and Nevo and Stein [22] in the 1990s that pointwise ergodic theorems were obtained. Nevo and Stein proved pointwise ergodic theorems for spherical averages of $L^p$ functions with $p > 1$, and for Cesàro averages of spherical averages of $L^p$ functions with $p \geq 1$. Grigorchuk [14], [15], and subsequently Bufetov [4], introduced a simpler method based on Markov operators to obtain a pointwise ergodic theorem for Cesàro averages of spherical averages of $L^1$ functions. (This approach was recently extended to the fundamental groups of compact surfaces with negative Euler characteristic by Bufetov and Series [7].) Bufetov also obtained pointwise ergodic theorems for spherical averages of functions in the space $L \log L$ [5]. The extension of these pointwise theorems to more general word hyperbolic groups for $L^2$ functions was carried out by Fujiwara and Nevo under strong mixing assumptions on the action [12]. Very recently, Bufetov, Khristoforov and Klimenko [6] showed that, independent of any mixing condition, there is pointwise convergence of appropriate Cesàro averages for $L^\infty$ functions. (They also establish $L^p$ convergence for $L^p$ functions, for any $p \geq 1$.) In this note, we give a short proof of the almost everywhere convergence of (slightly modified) averages for Cesàro averages for $L^\infty$ functions.
A key ingredient of our approach is an observation of Calegari and Fujiwara [8] on the structure of the Markov matrix encoding a word hyperbolic group.

Let $\Gamma$ be a finitely generated group and let $\Gamma_0$ be a finite generating set. (For convenience, we always assume our generating set is symmetric; i.e. $\gamma \in \Gamma_0$ implies that $\gamma^{-1} \in \Gamma_0$.)

**Definition.** We define the word length $|\gamma|$ of an element $\gamma \in \Gamma - \{e\}$, with respect to the generators $\Gamma_0$, by

$$|\gamma| = \inf \{k \geq 1 : \gamma = \gamma_1 \cdots \gamma_k \text{ where } \gamma_i \in \Gamma_0, 1 \leq i \leq k\}.$$ 

**Definition.** We say that $\Gamma$ is word hyperbolic (or Gromov hyperbolic) if, for some finite generating set $\Gamma_0$, the following holds. Let $|\cdot|$ denote word length with respect to $\Gamma_0$ and define a metric by $d(g, h) = |g^{-1}h|$. Then there exists $\delta \geq 0$ such that every geodesic triangle in this metric is $\delta$-thin, i.e., every point on one side of the triangle is within $\delta$ of the other two sides.

We say that a word hyperbolic group is non-elementary if it does not contain a finite index cyclic subgroup.

For $n \geq 1$, let $N(n) = \#\{\gamma : |\gamma| = n\}$ denote the word length counting function. We let $\rho$ denote the exponential growth rate with respect to word length, i.e.,

$$\rho = \lim_{n \to +\infty} N(n)^{1/n}.$$ 

This limit always exists for word hyperbolic groups and, by [10], one has the stronger estimate

$$C_1 \rho^n \leq N(n) \leq C_2 \rho^n,$$

for some $C_2 > C_1 > 0$.

Let $(X, B, \mu)$ be a probability space and let $\Gamma \times X \to X$ be an action that preserves $\mu$. We then have the following general result.

**Theorem 1.** Let $\Gamma$ be a non-elementary word hyperbolic group and let $\Gamma_0$ be a symmetric set of generators. For $f \in L^\infty(X, \mu)$ we have that

$$\frac{1}{N} \sum_{n=1}^N \left( \rho^{-n} \sum_{|\gamma|=n} f(\gamma x) \right)$$

converges for $\mu$-a.e. $x \in X$ as $N \to +\infty$.

**Remark.** In the general spirit of subsequence ergodic theorems, we observe that similar results hold if we average over elements with word length indexed by squares or by primes (by adapting the proof to use [17]).

**Definition.** For $f \in L^1(X, B, \mu)$ and $x \in X$ we can then define the spherical averages

$$\sigma_n f(x) = \frac{1}{N(n)} \sum_{|\gamma|=n} f(\gamma x),$$

for the average over elements $\gamma \in \Gamma$ of word length $|\gamma| = n$.

In particular, if $A \in B$ satisfies $\mu(A) > 0$, then with $f = \chi_A$ we can write

$$\sigma_n \chi_A(x) = \frac{1}{N(n)} \#\{\gamma \in \Gamma : \gamma x \in A \text{ and } |\gamma| = n\}.$$ 

It is now natural to consider the Cesàro averages of these terms.
Definition. We will say that $\Gamma$ with a symmetric set of generators $\Gamma_0$ has **purely exponential growth** if there exists $C > 0$ such that $N(n) \sim C\rho^n$, as $n \to +\infty$. (Here, $a(n) \sim b(n)$, as $n \to +\infty$, means that $\lim_{n \to +\infty} a(n)/b(n) = 1$.)

We have the following results on spherical averages.

**Theorem 2.** (1) Let $\Gamma$ be a non-elementary word hyperbolic group and let $\Gamma_0$ be a symmetric set of generators. There exists $p \geq 1$ such that for any $f \in L^\infty(X, B, \mu)$, we have that $\frac{1}{N} \sum_{n=1}^{N} \sigma_n f(x)$ converges as $N \to +\infty$ for $\mu$-a.e. $x \in X$.

(2) Let $\Gamma$ be a non-elementary word hyperbolic group and let $\Gamma_0$ be a symmetric set of generators with purely exponential growth. Suppose that $\Gamma \times X \to X$ is a measure-preserving action of $\Gamma$ on a probability space $(X, B, \mu)$. Then, for any $f \in L^\infty(X, B, \mu)$, we have that $\frac{1}{N} \sum_{n=1}^{N} \sigma_n f(x)$ converges as $N \to +\infty$ for $\mu$-a.e. $x \in X$.

In the case of fundamental groups of compact surfaces with negative Euler characteristic the result follows from [7]. The same methods can probably be applied to non-commutative spaces [2].

The method of proof is based on the natural association to these groups of directed graphs (section 2). This then allows the reduction of the statements of the ergodic theorems to those of known results for Markov operators (section 3).

**2. Hyperbolic groups and strongly Markov groups**

Let $\Gamma$ be a (non-elementary) word hyperbolic group and let $\Gamma_0$ be a finite symmetric generating set. An essential feature of these groups is that their elements can be described in terms of a suitable directed graph. More precisely, we shall use the notion of strongly Markov groups introduced by Cannon [9]. A good reference is [13].

Definition. A finitely generated group $\Gamma$ is **strongly Markov** if for every symmetric set of generators $\Gamma_0$ we can find a directed graph $G = (V, E)$ and an edge labelling $\lambda : E \to \Gamma_0$ such that:

(a) there exists a distinguished vertex $* \in V$ with no edge terminating at $*$;

(b) the map from the set of paths starting at $*$ to $\Gamma_0 - \{e\}$ given by multiplying the edge labels of the path is a bijection; i.e., we associate to a path $\gamma = v_1, \ldots, v_n$ such that we may write the element $\gamma = \lambda(*, v_1) \cdots \lambda(v_{n-1}, v_n)$;

(c) the word length of $\gamma = \lambda(*, v_1) \cdots \lambda(v_{n-1}, v_n)$ is $n$.

**Proposition 1** ([13 Chapitre 9, Théorème 13]). Any word hyperbolic group is strongly Markov.

We can associate to the graph $G$ a transition matrix $A$ indexed by $V \times V$; i.e., $A(v, v') = 1$ if $(v, v') \in E$, and 0 otherwise.

Definition. A non-negative square matrix $M$ is called **irreducible** if for all $i, j$ there exists $n \geq 1$ such that $M^n(i, j) > 0$. It is called **aperiodic** if there exists $n \geq 1$ such that, for all $i, j$, $M^n(i, j) > 0$.

In the case of surface groups or even corners Kleinian groups, we have the following result. (A Kleinian group $\Gamma$ is said to satisfy the even corners condition if $\Gamma$ admits a fundamental domain $R$ which is a finite sided polyhedron, possibly with infinite volume, such that $\bigcup_{\gamma \in \Gamma} \gamma \partial R$ is a union of hyperplanes.)
Proposition 2. If $\Gamma$ is the fundamental group of a compact surface with negative Euler characteristic or, more generally, a convex co-compact Kleinian group satisfying the even corners condition, then the matrix obtained from $A$ by deleting the row and column indexed by the vertex $*$ is aperiodic.

This follows from the existence, in these cases, of a Markov mapping on the ideal boundary originally introduced to code geodesics. In the case of surface groups, this follows from the work of Series [25] and Adler and Flatto [1], while the higher dimensional case was discussed by Bourdon [3]. With the exception of the vertex $*$, the vertices of the graph $G$ correspond to the regions of continuity of the map. We join two vertices with an edge if the image of the region corresponding to the first vertex contains the region corresponding to the second vertex. The important property of the Markov map is that it is locally eventually onto, which immediately implies the aperiodicity of the required matrix.

Remark (Extension to $L^1$ functions). Under the additional hypothesis that $A$ is aperiodic, the conclusions of Theorem 1 and Theorem 2 hold for any $f \in L^1(X,B,\mu)$, as is apparent from the proofs in the next section.

3. Markov operators and ergodic theorems

Let $(Y,\mathcal{A},\nu)$ be a probability space. Let $\mathbb{P}(y,A)$ be a transition probability function, where $y \in Y$ and $A \in \mathcal{A}$, such that

1. $y \mapsto \mathbb{P}(y,A)$ is measurable, for each $A \in \mathcal{A}$;
2. $\mathbb{P}(y,\cdot): A \to \mathbb{R}$ is a probability measure for each $y \in Y$.

Let $\mathcal{P} : L^1(Y,\mathcal{A},\nu) \to L^1(Y,\mathcal{A},\nu)$ be the positive linear operator defined by

$$\mathcal{P}f(y) = \int f(\xi) \, d\mathbb{P}(\xi,\cdot)$$

In particular, $\mathcal{P}$ is a Markov operator, i.e., $\mathcal{P}1 = 1$.

Definition. Let $\mathcal{I} \subset \mathcal{A}$ be the sigma algebra of sets $A$ such that $y \in A$ iff

$$\mathbb{P}(y,A) = \begin{cases} 1 & \text{if } y \in A, \\ 0 & \text{if } y \notin A. \end{cases}$$

The following version of the Birkhoff ergodic theorem for Markov operators appears in Rosenblatt’s book [23 p. 93] (cf. also [11]).

Proposition 3. For $f \in L^1(Y,\mathcal{A},\nu)$ we have that

$$\frac{1}{N} \sum_{n=0}^{N-1} \mathcal{P}^nf \to E(f|\mathcal{I}), \; \nu\text{-a.e.}, \; \text{as } N \to +\infty.$$
where

1. the diagonal blocks $B_1, \ldots, B_r$ are irreducible matrices;
2. a subcollection $B_{i_1}, \ldots, B_{i_s}$ has spectral radius $\rho(B_{i_s}) = \rho$; and
3. for any $i_r, k$, for any $n \geq 1$ and any $j_1, \ldots, j_{n-1}$ we have that

$$C_{i_1, j_1} C_{j_1, j_2} \cdots C_{j_{n-1}, i_r} = 0;$$

i.e., there is no transition from the component represented by $B_{i_r}$ to the component represented by $B_{i_s}$.

**Remark.** Parts (1) and (2) of Lemma 1 are standard results for non-negative matrices [24]. As observed in [8], part (3) is based on the fact that there always exists $C_1, C_2 > 0$ such that $C_1 \rho^n \leq N(n) \leq C_2 \rho^n$, for $n \geq 0$ [10]. In particular, if the conclusion of the lemma were not true, then $N(n)$ would have an additional polynomial factor.

We recall the following lemma (cf. [18, Theorem 1.3.5], [24, Theorem 1.5]).

**Lemma 2.** There is an eigenvector $w_{i_r}$ with strictly positive entries such that $B_r w_{i_r} = \rho w_{i_r}$.

Let $V_{i_r} \subset V$ be the indices corresponding to the block $B_{i_r}$. Let $\hat{X}_{i_r} = X \times V_{i_r}$ and $\hat{\mu}_{i_r} = \mu \times \left\{ \frac{1}{|V_{i_r}|}, \ldots, \frac{1}{|V_{i_r}|} \right\}$.

**Definition.** We can define an operator $Q_{i_r} : L^1(\hat{X}_{i_r}, \hat{\mu}_{i_r}) \to L^1(\hat{X}_{i_r}, \hat{\mu}_{i_r})$ by

$$Q_{i_r} F(x, v) = \sum_{v'} B_{i_r}(v, v') F(\lambda(v, v') x, v').$$

To keep track of the transitions between the rest of the vertices, we let $A_0$ be the matrix derived from $A$ by setting to zero the entries corresponding to the maximal components.

Let $\hat{X} = X \times V$ equipped with the product $\sigma$-algebra $\hat{\mathcal{B}}$ and a measure $\hat{\mu} = \mu \times \{1/|V|, \ldots, 1/|V|\}$ on $\hat{X}$.

**Definition.** We define an operator $R : L^1(\hat{X}, \hat{\mu}) \to L^1(\hat{X}, \hat{\mu})$ by

$$RF(x, v) = \sum_{v'} A_0(v, v') F(\lambda(v, v') x, v').$$

The following lemma is immediate.

**Lemma 3.** The operator $R$ has spectral radius $\rho(R) < \rho$.

Let $V_0 = \{v \in V : A(\ast, v) = 1\}$ be the set of vertices which can be reached in one step from $\ast$. We require the following observation.

**Lemma 4.** If we let $F(x, v) = f(x)$, then for $n \geq 0$,

\[
\sum_{|\gamma| = n+1} f(\gamma x) = \sum_{v \in V_0} \sum_{j=1}^k \sum_{l=0}^n \sum_{d_0 + d_1 = n-l} R^{d_1} \hat{Q} R^{d_0} F(x, v).
\]

This follows from a simple enumeration of the possible words that can occur, in light of Lemma 1. In particular, the words can have at most one subword in a maximal component (of length $l$), preceded by a subword of length $d_0 \geq 0$ and followed by a subword of length $d_1 \geq 0$ outside of the maximal components.

Define a stochastic matrix $P_{ij}$ by $P_{ij}(v, v') = \rho^{-1} B_{ij}(v, v') w(v')/w(v)$ for $v, v' \in V_{i_r}$. 
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**Definition.** We define a normalized operator $\mathcal{P}_{ij} : L^1(\tilde{X}_i, \tilde{\mu}_i) \rightarrow L^1(\tilde{X}_i, \tilde{\mu}_i)$ by

$$\mathcal{P}_{ij} F(x, v) = \sum_{v'} P_{ij}(v, v') F(\lambda(v, v') x, v').$$

The operator $\mathcal{P}_{ij}$ is Markov.

Let $\Delta(w_{ij}) : L^1(\tilde{X}_i, \tilde{\mu}_i) \rightarrow L^1(\tilde{X}_i, \tilde{\mu}_i)$ denote multiplication by $w_{ij}$. We then have the following.

**Lemma 5.** For $l \geq 0$,

$$\mathcal{Q}_{ij}^l = \rho^l \Delta(w_{ij}) \mathcal{P}_{ij}^l \Delta(w_{ij})^{-1}.$$  \hfill (2)

**Proof.** We can write

$$\rho^n w_{ij}(v_1) P_{ij}(v_1, v_2) \cdots P_{ij}(v_{k-1}, v_k) w_{ij}^{-1}(v_k) = B_{ij}(v_1, v_2) \cdots B_{ij}(v_{k-1}, v_k).$$

Thus we have

$$\mathcal{Q}_{ij}^l F(x, v)$$

$$= \sum_{v_1, \ldots, v_l} B_{ij}(v_1, v_2) \cdots B_{ij}(v_{l-1}, v_l) F(\lambda(v_1, v_2) \cdots \lambda(v_{l-1}, v_l)x)$$

$$= \sum_{v_1, \ldots, v_l} w_{ij}(v) P_{ij}(v_1, v_2) \cdots P_{ij}(v_{l-1}, v_l) w_{ij}^{-1}(v) \rho^l F(\lambda(v_1, v_2) \cdots \lambda(v_{l-1}, v_l)x)$$

$$= \rho^l w_{ij}(v) \mathcal{P}_{ij}^l \left( F(\cdot, \cdot)/w_{ij}(\cdot) \right) (x, v),$$

where the summation is over all strings of indices such that

$$B_{ij}(v_1, v_2) = \cdots = B_{ij}(v_{n-1}, v_n) = 1.$$  \hfill \(\square\)

**Proof of Theorem 1.** Assume that $f \in L^\infty(X, \mu)$. It is clear that Theorem 1 is equivalent to the $\mu$-a.e. convergence of

$$A_N(x) := \frac{1}{N} \sum_{n=1}^{N} \rho^{-n} \left( \sum_{|\gamma|=n+1} f(\gamma x) \right).$$

Using Lemma 4, we have that

$$A_N(x) = \frac{1}{N} \sum_{n=0}^{N-1} \left( \sum_{l=0}^{n} \sum_{d_0+d_1=n-l} (\rho^{-1} \mathcal{R})^{d_1} \Delta(w_{ij}) \mathcal{P}_{ij}^l \Delta(w_{ij})^{-1} (\rho^{-1} \mathcal{R})^{d_0} F(x, v) \right).$$

Fix $m \geq 1$. Then, for $n > m$, we can split this summation as

$$\frac{1}{N} \sum_{n=0}^{N-1} \left( \sum_{r=0}^{m} \sum_{d_0+d_1=n-r} (\rho^{-1} \mathcal{R})^{d_1} \Delta(w_{ij}) \mathcal{P}_{ij}^{n-r} \Delta(w_{ij})^{-1} (\rho^{-1} \mathcal{R})^{d_0} F(x, v) \right)$$

$$+ \frac{1}{N} \sum_{n=0}^{N-1} \left( \sum_{l=0}^{n-m-1} \sum_{d_0+d_1=n-l} (\rho^{-1} \mathcal{R})^{d_1} \Delta(w_{ij}) \mathcal{P}_{ij}^l \Delta(w_{ij})^{-1} (\rho^{-1} \mathcal{R})^{d_0} F(x, v) \right).$$
For the first term in (3) we have that
\[
\lim_{N \to +\infty} \frac{1}{N} \sum_{n=0}^{N-1} \left( \sum_{r=0}^{m} \sum_{d_0+d_1=r} (\rho^{-1}R)^{d_1} \Delta(w_{ij}) \mathcal{P}_i^{n-r} \Delta(w_{ij})^{-1} (\rho^{-1}R)^{d_0} F(x,v) \right)
\]
\[
= \lim_{N \to +\infty} \sum_{r=0}^{m} \sum_{d_0+d_1=r} (\rho^{-1}R)^{d_1} \Delta(w_{ij}) \left( \frac{1}{N} \sum_{n=0}^{N-1} \mathcal{P}_i^{n-r} \right) \Delta(w_{ij})^{-1} (\rho^{-1}R)^{d_0} F(x,v)
\]
\[
= G_m(x) := \sum_{r=0}^{m} \sum_{d_0+d_1=r} (\rho^{-1}R)^{d_1} \Delta(w_{ij}) E \left( \Delta(w_{ij})^{-1} (\rho^{-1}R)^{d_0} F(\mathcal{T}) \right)(x,v),
\]
by Proposition 3. Noticing that
\[
G_m(x) = O \left( \sum_{r=0}^{m} \sum_{d_0+d_1=r} \|\rho^{-1}R\|^r \|F\|_{\infty} \right) = O \left( \sum_{r=0}^{m} r \theta^r \right),
\]
for \(\mu\text{-a.e. } x \in X\), where \(\|R/p\| < \theta < 1\), we see that \(G_m(x)\) converges \(\mu\text{-a.e.}, as m \to +\infty\).

We can bound the second term in (3) using
\[
\frac{1}{N} \sum_{n=0}^{N-1} \left( \sum_{l=0}^{n-m-1} \sum_{d_0+d_1=n-l} (\rho^{-1}R)^{d_1} \Delta(w_{ij}) \mathcal{P}_i^{l} \Delta(w_{ij})^{-1} (\rho^{-1}R)^{d_0} F(x,v) \right)
\]
\[
= O \left( \sum_{l=0}^{n-m-1} \sum_{d_0+d_1=n-l} \|\rho^{-1}R\|^{d_0+d_1} \|F\|_{\infty} \right)
\]
\[
= O (m \theta^m).
\]
Given \(\epsilon > 0\) we can choose \(m\) sufficiently large such that that expression in (4) is strictly smaller than \(\epsilon\) for \(\mu\text{-a.e. } x \in X\). \(\square\)

**Proof of Theorem 2.** We can prove part (1) of Theorem 2 by studying the proof of Theorem 1. We choose \(p\) such that \(B_j^p > 0\) for each \(j = 1, \ldots, k\). In particular, the matrix \(A^p\) can be used to model strings whose lengths are multiples of \(p\).

We can deduce part (2) of Theorem 2 from Theorem 1 and the definition of purely exponential growth. \(\square\)

**Remark** (Sigma Finite Measure Spaces). Modified “ratio” versions of our results apply for the actions of a non-elementary word hyperbolic group on spaces with infinite measure. More precisely, suppose that \(\Gamma \times X \to X\) is a measure-preserving action on a \(\sigma\text{-finite measure space } (X, \mathcal{B}, \mu)\). The analogue of Theorem 1 is that, for any \(f, g \in L^1(X, \mathcal{B}, \mu)\) with \(g > 0\),
\[
\frac{\sum_{n=0}^{N-1} \rho^{-n} \sum_{|\gamma|=n} f(\gamma x)}{\sum_{n=0}^{N-1} \rho^{-n} \sum_{|\gamma|=n} g(\gamma x)}
\]
converges for \(\mu\text{-a.e. } x \in X\), as \(N \to +\infty\). In the particular case of the fundamental group of a compact surface group of genus \(g \geq 2\) with the standard presentation and an ergodic action the limit is \(\int f \, d\mu / \int g \, d\mu\). The analogue of Theorem 2 also holds.
Application to linear actions. Consider a discrete cocompact subgroup $\Gamma$ of the group $SL(2, \mathbb{C})$. There is a natural linear action of $\Gamma$ on $\mathbb{C}^2$ given by

$$\gamma : (x_1, x_2) \mapsto (ax_1 + bx_2, cx_1 + dx_2),$$

where $\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)$. In [21] it was shown that orbits ordered by word length are distributed according to the measure $d\lambda/\|(x_1, x_2)\|_2$, where $\lambda$ denotes Lebesgue measure on the plane (cf. also [20]). For any point $(x_1, x_2) \in \mathbb{C}^2 - \{(0, 0)\}$, and any functions $f, g \in L^1(\mathbb{C}^2, \lambda)$ with $g > 0$,

$$\frac{\sum_{n=0}^{N-1} \rho^{-n} \sum_{|\gamma|=n} f(\gamma \cdot (x_1, x_2))}{\sum_{n=0}^{N-1} \rho^{-n} \sum_{|\gamma|=n} g(\gamma \cdot (x_1, x_2))}$$

converges for $\lambda$-a.e. $x \in \mathbb{C}^2$, as $N \to +\infty$. \hfill \square
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